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Abstract

This dissertation investigates echo dynamics (Loschmidt Echo) due to small perturbations, in the framework of disordered media where Anderson localization is the dominant mechanism dictating the transport. Various temporal decay laws of the Loschmidt Echo (LE) were identified and shown to accurately probe the diffusive, localized, or even critical nature of the transport. Our theory, based on Random Matrix Theory modeling, agrees perfectly with scattering echo experiments (that we have recently proposed and performed) on a quasi-one-dimensional microwave cavity filled with randomly distributed scatterers.
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Chapter 1

The Complex World We Face

_I would not give a fig for the simplicity this side of complexity, but I would give my life for the simplicity on the other side of complexity._

- Oliver Wendell Holmes, Sr.

1.1 The Motivation for Research

Wave propagation in complex media is an interdisciplinary problem holding both fundamental and applied interests. Examples abound, such as light propagating in fog and clouds, or electromagnetic waves passing through interstellar materials. Electronic, acoustic and electromagnetic waves are used to transmit energy and information and to control, probe and image our world. The propagation of waves draws interest in both complex media occurring naturally in electronic and photonic devices, and complex media occurring artificially in metamaterials, which are fabricated to highlight the characteristics of the wave interaction with
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structural elements on the scale of the wavelength. The particularities of wave interactions of different types of waves and different systems are the basis of our rich experience of the world, but their common characteristics provide a framework for understanding transport and often lead to new applications.

One such characteristic is wave interference, resulting in complex wave-patterns due to scattering from a confining complex potential. This complex potential models the inherent structure of the environment, such as irregular boundaries and scattering regions. The effect of complexity is then seen in the wave interference, and it is interference that is responsible for various transport phenomena.

Another source of complexity in wave transport results from interactions. An exemplary system that portrays an interaction-induced complexity is atomic Bose-Einstein Condensates (BECs) in optical lattices. Tuning of the interatomic interaction strength allows the study of transitions from integrable to chaotic behavior - even allowing novel quantum phase transitions. In order to observe such behaviors of a wave, one needs to resolve the wave itself - a daunting task (as of yet impossible, in the case of electron waves in nanowires). The question is then how else may complexity be probed?

1.2 The Role of this Dissertation

This dissertation attempts to answer the above question - it primarily focuses on developing dynamical measures that probe the degree of complexity of a system
via its sensitivity to small external perturbations. The stability of the complex
dynamics under such perturbations is quantified by measuring “echoes” of the un-
perturbed system within the perturbed one. Such a measure is called a “Loschmidt
echo” or “fidelity”. The goal of this dissertation is to utilize this measure to quan-
tify the degree of complexity of various systems and deduce conclusions on their
transport characteristics. Although fidelity has been studied much during the last
7 years, the main emphasis in the literature was on wave systems with classical
chaotic dynamics. Very little was done for the case where complexity is an out-
come of many body interactions and even less was known about the fidelity of
random media showing Anderson localization. Our main contribution is done,
in fact, for this last category of systems. Via a detailed study (both theoretical
and experimental), we are able to propose fidelity as a new measure to quantify
randomness (and thus localization) of the medium at hand.

Within Chapter 2, a general physical background is presented to give an overview
of complex dynamics, both in classical and quantum systems. Useful concepts such
as phase space, parametric Hamiltonians, and correlations will be introduced as
tools to ‘see’ complexity and to motivate a correspondence between classical and
quantum systems. A modeling technique for complex wave/quantum dynamics,
called Random Matrix Theory, will then be introduced. The chapter will conclude
with the application of Random Matrix Theory to statistical concepts. The tools
developed in this chapter will give a general framework for later discussions about
quantifying/calculating fidelity.
Within Chapter 3, fidelity is historically presented. Both quantum and classical versions are discussed and are connected to the notion of fidelity as a measure of the sensitivity of the dynamics in small perturbations. We will also discuss how fidelity is connected with other well-studied dynamical quantities like local density of states, recurrence, and survival probability. Finally, we will distinguish the decay of fidelity depending on the strength of the perturbation, in three regimes. In each of these regimes, we will present the available methods that can be used in order to calculate it. The chapter will close with fidelity as a probe of complexity.

Within Chapter 4, the first system which we apply fidelity is the Bose-Hubbard Hamiltonian, which describes interacting boson particles placed into a finite periodic potential (lattice). We find echoes associated with non-universal structures that dominate the energy landscape of the perturbation operator. Despite their classical origin, these echoes persist deep into the quantum (perturbative) regime and can be described by an improved random matrix modeling. In the opposite limit of strong perturbations, classical considerations reveal the importance of self-trapping phenomena in the echo efficiency [1].

Within Chapters 5-6, a question is posed and answered: the existing literature on fidelity deals mainly with chaotic systems, but can fidelity also identify localization phenomena? In Chapter 5, we utilize a banded RMT approach to derive a novel decay law for localized systems, in which the localization characteristics are encoded in the decay rates. We verify our analytical result with numerics.
Within Chapter 6, a variant of the standard fidelity, based on scattering matrices, is used to study localization in an experimental framework. The experiments are performed using microwave propagating quasi-one-dimensional waveguides with scatterers [2], and the experimental data verifies our model.

Within Chapter 7, we investigate a disordered system at a critical point, at which the wavefunction becomes multifractal, caught between the case the localized and chaotic. Using a random matrix approach, for strong perturbations we find the fidelity decays algebraically, with a rate related to the correlation dimension of the local density of states [3].

Within Chapter 8 an epitome is given, and future potentials for research avenues along the vein of this dissertation are presented for consideration.

This dissertation was based in a number of papers published throughout the years [1–3]. Within Appendix A we present our published work, Ref. [4], as an alternative characterization of localization in random media. The main portion of the appendix deals with the notion of the energy derivative of scattering phases - the Wigner delay times. Three different 1D physical systems (i.e. disorder potentials) are used in our investigations: an electronic sample (Anderson), a microwave waveguide (correlated Kronig-Penny), and hard scatterers in an optical lattice (binary). From the resulting delay times, we are able to extract a universal scaling relation, independent of the disorder potential. Comparison to localization lengths shows similar scaling, suggesting Wigner delay time as a possible tool to probe localization behavior in 1D systems.
Appendix B.6 contains a lengthy derivation of the correlator seen in Chapter 7. Additional derivations and other information referred to within other chapters are also included within Appendix B.
Chapter 2

Complexity: To Quantify and Model

Tools arm the man. One can well say that man is capable of bringing forth a world; he lacks only the necessary apparatus, the corresponding armature of his sensory tools. The beginning is there.

-Novalis, Blüthenstaub

Within complex systems, the question arises “How is complexity quantified and measured?” Along these lines, one may also ask “How can one theoretically model systems with complexity?” It is the purpose of this chapter to provide the reader with a brief perspective of some of these ‘tools’, whose role is to answer the two questions of quantification and modeling of complex systems. Although our presentation follows the traditional quantum chaos approach to quantification of complexity, we note that many of these tools and models will be used latter on, in the analysis and description of random media showing Anderson localization.


2.1 Describing a System Classically

In order to provide a complete deterministic description of the state of the system with classical Hamilton-Jacobi theory [5], the degrees of freedom (DOF) are defined. One degree of freedom is a pair of coordinates - typically position and momentum, \((q, p)\) - that describe a point-like body (particle). For a collection of \(M\) particles, the degrees of freedom are the set \((q, p) = \{q_i, p_i\}\), which are indexed for an \(N\)-dimensional system as \(i \in [1, 2, \ldots, d = M \times N]\). These coordinates are canonical: they have a delta Poisson bracket. For two functions \(f(q, p)\) and \(g(q, p)\), a Poisson bracket is defined as

\[
\{f, g\} = \sum_i \left[ \frac{\partial f}{\partial q_i} \frac{\partial g}{\partial p_i} - \frac{\partial f}{\partial p_i} \frac{\partial g}{\partial q_i} \right] \tag{2.1}
\]

Therefore canonicity is

\[
\{p_i, p_j\} = \{q_i, q_j\} = \delta_{ij}, \quad \{q_i, p_j\} = 0. \tag{2.2}
\]

Another meaning of canonicity is the DOF are independent of one another. This independency gives a \(2d\)-dimensional manifold spanned by the DOF - this manifold is named the phase space.

Generally, we are interested in a flow field within the phase space. For a given body (say the \(m^{\text{th}}\)), as the system evolves in time, the body traces out a trajectory in phase space, denoted as \(\{q_j(t), p_j(t)\}, j \in [m, m + N]\). The collection of all trajectories is a set of pathlines in a flow field, \(\{q_i(t), p_i(t)\}, i \in [1, 2, \ldots, d = m + N]\).
$M \times N$. Given a set of initial conditions, $\{q_i(t_0), p_i(t_0)\}$, the first classical task is to find these pathlines. This is done via (generally numerical) integration of the Hamiltonian Equations of Motion (HEOMs)

\[
\frac{dq_i}{dt} = \frac{\partial H}{\partial p_i}, \\
\frac{dp_i}{dt} = -\frac{\partial H}{\partial q_i}
\]

where $H$ is the Hamiltonian, $H(q, p; t)$; a known function built from kinetic and potential energies that defines isopotentials within the flow field. The isopotential behavior of the Hamiltonian therefore gives a conservation in the flow - in fact, since the Hamiltonian measures energies, the conservation is one of energy.

Consider some set of state functions $\{A_k(q, p; t)\}$, which correspond to measurable observables of the system. In Hamilton-Jacobi theory, measured observables evolve in time as

\[
\frac{dA_k}{dt} = \frac{\partial A_k}{\partial t} + \{A_k, H\}
\]

where the second term is the Poisson bracket. In the quantum realm, the above equation looks very similar to the Heisenberg equations of motion, in particular the comparison of the Poisson bracket to quantum commutation, therefore the importance of Hamilton-Jacobi formalism in the development of quantum mechanics can not be overstated. One particular result from Eq.(2.3) is the idea of constants of motion. The condition for a state function to be an constant of motion is $\frac{dA_k}{dt} = 0$ - giving $\{A_k, H\} = 0$ and $A_k = A_k(q, p)$. Therefore, if the Poisson
bracket vanishes (i.e. the state function commutes with the Hamiltonian), and there is no explicit time-dependence then the state function remains constant for all time - they are 'constants of motion’. In turn, constants of motion create a dependencies in the DOF that allows the reduction of the phase space dimension, \(2d \rightarrow 2d - k\), where \(k\) is the number of constants of motion.

Armed with the Hamiltonian and initial conditions, we have a complete deterministic description of the system. If complexity is present in system, it should therefore be manifest within the Hamiltonian and its associated dynamics.

### 2.2 Complex Signatures in Classical Phase Space

For a \(2d\)-dimensional phase space, there are generally \(2d\) unknown variables. If the number of known constants of motion is \(k = 2d\), the number of knowns equals number of unknowns and the system is ‘solvable’, in an analytical sense. In this case, the motion is said to be integrable. In the opposing case that the number of degrees of freedom is larger than the constants of motion (Poisson bracket commuting quantities), \(2d > k\); we then encounter complex dynamics in phase space. The complex dynamics look stochastic (i.e. noisy), but stochastic systems require very large dimensions in their description - complex dynamics only require the condition \(2d > k\).

There are two basic tenets of chaotic motion [6,7]. The first is an extreme sensitivity to initial conditions. Consider two initial points in phase space, separated by
an infinitesimal distance \( \delta r(t_0) = |(q_1, p_1) - (q_2, p_2)| \ll 1 \). As the two trajectories evolve in time, their separation grows as \( \delta r(t) \approx e^{\lambda t} \delta r(t_0) \), with a positive rate given by the \textit{Lyapunov exponent}, \( \lambda \). However, extreme initial sensitivity is not enough to dictate chaotic motion. As an example, think of a simple pendulum in a gravitational field. Set two initial conditions on either side of the unstable fixed point at \( \theta = \pi \). The separation in trajectories grows exponentially, but the motion remains integrable! It is not enough to have a \textbf{local} trajectory separation in phase space, but there must be a \textbf{global} meandering of these trajectories in phase space.

This global meandering is the second tenet of chaotic motion, and is conceptualized by \textit{mixing} and \textit{ergodicity}. Suppose there are two small uniform distributions of initial conditions in phase space, \( \varrho_{1,2}(q(t_0), p(t_0)) \), occupying meager fractional volumes, \( f_{1,2} \) of the total phase space \( (V) \) at \( t_0 \), so that \( \int \varrho_{1,2}(q(t_0), p(t_0)) \, dV_{1,2} = 1 \).

For a time \( t \gg t_0 \), long enough so that \( f_{1,2} \to 1 \), both sets of trajectories visit all of accessible phase space; however \( \left| f_2 - \int \varrho_2(q(t), p(t)) \, dV_2 \right| < \epsilon \) for some arbitrarily small \( \epsilon \), \textit{irrespective} of the volume \( V_1 \). A way to view this is presented in Fig. (2.1). As time progresses, the two separate subvolumes \( V_{1,2} \) become “stretched, folded, and kneaded” until at \( t \), the two are intermingled so that regardless of how far one zooms in phase space, the striations between \( V_{1,2} \) (red and blue in the figure) are present - this is the definition of “mixing”.

Ergodicity is a statistical concept related to mixing. Rather than two subvolumes evolved for a long timeframe, we have a large ensemble of subvolumes numbering
$R \gg 2$ that are evolved for a short time, $t_s$, such that $f_{1,2,\ldots,R}(t_s) \sim f_{1,2,\ldots,R}(t_0)$.

An ergodic process is one in which the time average over a long time ($t$) for a single trajectory is equivalent to the ensemble average of trajectories over a short time

$$\frac{1}{|t-t_0|} \int_{t_0}^{t} \varrho_1(q(\tau), p(\tau)) \, d\tau = \frac{1}{R} \sum_{r=1}^{R} \varrho_r(q(t_s), p(t_s))$$  \hspace{1cm} (2.4)

Non-integrable systems can then be said to have a mixed phase space, and are ergodic. As a last point to chaotic motion, it should be noted that for non-integrable systems, flow dictated by the HEOMs is generally nonlinear.

**Figure (2.1):** An illustrative definition of mixing. At $t_0$, two ensembles of initial conditions are presented in red and blue, respectively. At long times, the red/blue volumes become stretched and folded in on each other, to the extent that any zoom in on the phase space displays similar red/blue striations.

This is all easy to visualize if one has a two-dimensional phase space, but generally, systems have large dimensions. How can we visualize motion in large dimensional
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systems? The answer is similar to what is done in the Visible Human Project® [8] - a 3-D human is 'sliced’ into 2-D images. Phase space can similarly be ‘sliced’ into Poincaré sections. A Poincaré section is a fixed subsurface $S$ in phase space whose span is transverse to all flows that penetrate it [6,7]. Any time a trajectory tranversely penetrates the Poincaré section, it is marked. This is illustrated by a sketch in Fig. (2.2). In the left portion of the figure, closed trajectories of regular motion appear as lower-dimensional closed submanifolds - hypersurfaces become shells, shells become loops, loops become fixed points, and trajectories stay on these set paths in the ergodic limit (long time). Recall that such closed manifolds correspond to an integral of motion. The right portion of the figure contrastly shows a chaotic trajectory. It is not closed, and is folded back in on itself (mixing). In the ergodic limit (long time), the trajectory will puncture most of the available Poincaré section, creating a vastly filled image called “the chaotic sea”.

\[ \text{Figure (2.2): A sketch of transverse flow penetration through a Poincaré section. Solid lines are trajectory portions 'in front' of the surface, and dashed lines are those 'behind' the surface. Regular motion is seen in closed submanifolds (left), while chaotic motion creates a “sea” of penetrations (right) all across the Poincaré section.} \]
Numerically, Poincaré sections are defined by fixing a subset of phase space to constant values, \( \{ q_j = \alpha_j, p_j = \beta_j \} , j < 2d \). For a two-dimensional Poincaré section (plot), a \( 2d - 2 \) set of constant values needs defined. It is important to note that several Poincaré sections may be needed in order to get a general picture of the dynamical behavior, especially for higher-dimensional systems. Typically, separate Poincaré sections are taken orthogonal to each other.

To conclude this subsection, let us state the original goal of observing complexity’s manifestations in the trajectories. Regardless if one is using a 2D phase space or multiple Poincaré sections through a multidimensional phase space, chaotic trajectories locally diverge from one another with an exponential rate given by the Lyapunov exponent, and globally mix with each other ergodically. Local exponential divergence and global mixing are then responsible for the presence of a trajectory ‘sea’ seen in the phase-space/Poincaré sections. This is the manifestation of complexity within classical dynamics.

### 2.3 Parametric Systems

It is very common in physical circumstances to encounter examples where in order to probe the behavior of the system, first one must interact with it, i.e. to perturb it. In these cases, the Hamiltonian is described as \( H(p, q; x) \) where \( (p, q) \) are some generalized canonical coordinates and \( x \) is a parameter that quantifies the degree of perturbation to the system. In cases that \( \delta x = x - x_0 \) is classically very small
(such that $H(q, p; x)$ and $H(q, p; x_0)$ globally generate similar dynamics), one can linearize the perturbed Hamiltonian

$$H(q, p; x) \approx H(q, p, x_0) + \delta x \cdot \mathcal{F}(q, p)$$  \hspace{1cm} (2.5)$$

where $\mathcal{F}(q, p)$ is a perturbative function that acts as a 'generalized force' on the system, and $\delta x$ plays the role of a constant perturbative strength. The crossover where this linearization fails is $\delta x_c$ - often empirically found from the Hamiltonian deformation.

The parametric changes in energies are characterized by the reversible fluctuations of the Hamiltonian’s generalized force

$$\mathcal{F}(t) = -\frac{\partial H(q, p; x)}{\partial x},$$  \hspace{1cm} (2.6)$$

$$f(t) = \mathcal{F}(t) - \mathcal{F}(t)$$  \hspace{1cm} (2.7)$$

in which $\mathcal{F}(t)$ is a time averaging. Recall chaotic dynamics are ergodic, so ensemble averaging may be used in this case (second equation above). Dissipations in energies and states are generally irreversible, which will be discussed in the next chapter, but can be related to reversible fluctuations via a Green-Kubo formalism in response theory. This is done by taking the fluctuation autocorrelation

$$C(\tau) = \langle f(t + \tau) \cdot \overline{f(t)} \rangle \rightarrow \langle f(t + \tau) \cdot \overline{f(t)} \rangle$$  \hspace{1cm} (2.8)$$

in which the right hand side holds for ergodic systems only, and $\overline{}$ denotes a
complex conjugate. From Weiner-Khinchin theorem, the autocorrelation is the inverse Fourier transform of the power spectrum
\[ \hat{C}(\omega) = \frac{1}{2\pi} \int_{\mathbb{R}} C(\tau) e^{-i\omega\tau} d\tau \] (2.9)

The above equation is an important example of a 'fluctuation-dissipation' connection, in that it relates a power (dissipation) on the LHS to a fluctuation on the RHS.

The robustness of autocorrelations and power spectra as signatures of complexity is apparent in Fig. (2.3). In the top left subfigure, an integrable case is shown in which the autocorrelation of a periodic function is periodic itself. This yields a discrete power spectrum with peaks at the periodic frequencies. On the other hand, fluctuations in a chaotic Hamiltonian exhibit autocorrelations with finite, nearly constant transient over a correlation timescale, \(\tau_c\), before rapidly decaying to zero. This yields a continuous and rugged power spectrum, seen in the top right subfigure, that is defined over a finite bandwidth \(\omega_c = \frac{2\pi}{\tau_c}\). The bandwidth is a universal feature, characteristic to all similar chaotic trajectories; however, the rugged structure of the power spectrum is system-specific. It is important to contrast the chaotic system with one that is stochastic (Markovian), as done in the bottom subfigure. Ideal stochastic systems are “delta-correlated”, for the autocorrelation \(C(\tau) = \delta(\tau)\), and all higher correlations.
Figure (2.3): Power spectra for systems that are integrable (upper left), chaotic (upper right), and stochastic (bottom). The integrable spectrum is discrete and system-specific. The chaotic spectrum is rugged - it is structurally system-specific (where the 'peaks' occur), but universally continuous over a finite bandwidth. The stochastic spectrum is universally flat and generally non-structured. Often 'real' stochastic spectra display a high-frequency roll-off, whose average would follow the dashed line.

This yields a universally flat power spectrum; however, 'real' stochastic systems have a power spectrum with a somewhat universal high frequency attenuation (the $1/f^\alpha$ “flicker” phenomenon) [9–11].

As the first example, consider the piston model, presented in Fig. (2.4a). The parameter $x$ controls the position of a large piston within a cavity (and therefore the 'generalized force' is actually the force exerted by the piston), in which also an ensemble of classical particles (gas) is placed. Slow changes in the piston affect
the microcanonical arrangements of the particles, thus also statistically affecting the internal energy of the system - changes to this internal energy can then be thermodynamically seen as the “heating/cooling” of the gas temperature. Another example is a classical charged particle within a chaotic cavity, Fig. (2.4b).

![Figure (2.4): Three examples of parametric systems. The parameters in these three systems are: piston head position (2.4a), magnitude strength of a magnetic (or electric) field (2.4b), and the magnetic flux strength (2.4c).](image)

The parameter $x(t)$ is a change in an external electric or magnetic field, yielding an electromotive or Lorentz force as the ‘generalized force’. The quantum example has an experimental realization using a quantum dot, with the fields applied by gate voltages and currents. Changes in the transport of the particle across the cavity can then be investigated. As a last example, consider charged particles in an Aharonov-Bohm topology, Fig.(2.4c), in which the parameter is the magnetic flux through the ring, $\Phi(t)$. The change of the parameter induces an electromotive force within the ring, $\frac{d\Phi}{dt} = \mathcal{E}$, which starts a closed current, $I$ flowing around the ring. Taking Joule’s law, $P = \mathcal{E}I$ and substituting Ohm’s law $\mathcal{E} = IR$ yields
\[ P = \frac{\mathcal{E}^2}{R}. \] The conductance fluctuation \((1/R)\) is then directly proportional to the power, i.e. energy dissipation.

### 2.4 The Quantum Bandprofile and QCC

*Weyl quantization* is of interest in the question of how complexity manifests in quantum systems. Recall that the classical phase space is continuous. Under first quantization, the uncertainty principle is \(\delta q \cdot \delta p \leq \hbar/2\). Weyl quantization is the application of the LHS of the uncertainty principle to phase space - discretizing the phase space into cells with volume \(\sim \hbar\). In the tenets of classical chaotic motion, there must be locally divergent trajectories within global mixing. However, Weyl quantization gives a discrete 'phase space' (a finite resolution, so that we can say phase space is 'coarse-grained'), which prevents mixing (must occur at ANY resolution) and destroys local divergence - sensitivity to initial conditions fails, since the initial separations can not be defined smaller than \(\hbar\). The tenets of classical chaotic motion fail at the quantum level, so how can one discuss chaos in quantum systems?

For a quantum system, in which \(\hat{H} = \hat{H}_0 + \delta x \cdot \hat{F}\) we can choose to work with basis sets of either \(\hat{H}_0\) or \(\hat{H}\):

\[
\begin{align*}
\hat{H}_0 |\phi_n^0\rangle &= E_n^0 |\phi_n^0\rangle, \quad (2.10) \\
\hat{H} |\phi_m^\prime\rangle &= E_m |\phi_m^\prime\rangle \quad (2.11)
\end{align*}
\]
In the latter basis, the Hamiltonian becomes $\hat{H} = E_0 + \hat{B}\delta x$ where $E_0$ is a diagonal matrix of the eigenvalues $\{E_0^n\}$ and $\hat{B}$ is the *quantum perturbation operator*, $B_{nm} = \langle \phi_0^m | \hat{F} | \phi_0^n \rangle$, which can be viewed as the quantum 'fluctuator'. Generalized Shnirelmann theorem states within a semiclassical limit ($\hbar \to 0$), there is an equivalence between the quantum mechanical expectation average and an energy average of a state function in a classical ensemble; thus taking an average of the classical correlation with respect to an energy $E_j$ (denoted by $\langle \cdots \rangle_j$) corresponds to an expectation average of the quantum 'correlation' (see appendix for derivations)

$$\langle C(\tau) \rangle_j = \sum_k |B_{jk}|^2 e^{i\omega_{jk} t} \quad (2.12)$$

in which $\omega_{jk} = (E_j^0 - E_k^0)/\hbar$. The LHS can be seen as an inverse Fourier transform of the power spectrum, and changing the sum to an integration weighed with the density of states $g(E_k^0)$ yields

$$\frac{\tilde{C}(\omega)}{2\pi \hbar g(E_k^0)} = \langle |B_{jk}|^2 \rangle_j \quad (2.13)$$

This last equation shows a *quantum-classical correspondence* (QCC) - the statistics of classical fluctuations (correlation) are directly related to the variance in a semiclassical limit of a quantum perturbation (bandprofile). For chaotic systems, this quantum perturbation bandprofile also exhibits its own finite bandwidth scale of $\Delta_b$. In the case of a QCC, the quantum bandwidth is equivalent with the classical bandwidth, $\Delta_b \sim \omega_c$. In later chapters, we will present this correlation-bandprofile QCC for a specific system, but for now, simply note its importance.
It answers the previous question of how chaos in quantum systems is observed: any chaotic signatures seen in the classical fluctuations (system-specific rugged structures with a universal bandwidth) should also be manifest in the quantum bandprofile.

2.5 Random Matrix Theory

In the last section, we have discussed how one can trace the chaotic dynamics in the quantum realm. Using semiclassical arguments, we show the band-profile of the perturbation operator in the basis of the unperturbed Hamiltonian is proportional to the power spectrum of the classical perturbation. Is there any other place where traces of classical chaotic dynamics can be found? The answer is yes; within the statistical properties of the diagonal elements of the unperturbed Hamiltonian - which in its own basis, is nothing else than the eigenvalues. A powerful mathematical theory has been developed (and widely used) during the past 50 years, which addresses exactly this issue. It goes by the name of Random Matrix Theory (RMT), and its foundations were largely masoned by Mehta, Dyson, and Wigner [12]. In the following section, we will discuss some of the predictions from this theory.
2.5.1 Symmetries

RMT first asks 'What is the minimum that we can know about our system?' Suppose I know nothing about the Hamiltonian except: 1) the system is closed, and 2) it is on the quantum scale. For any such quantum system, the evolution is given by the dynamical Schrödinger equation

$$i\hbar \frac{\partial |\psi(t)\rangle}{\partial t} = \hat{H} |\psi(t)\rangle$$  \hspace{1cm} (2.14)

which yields an evolution operator $|\psi(t)\rangle = \hat{U}(t) |\psi(0)\rangle$, $\hat{U}(t) = \exp \left(-\frac{i\hat{H}t}{\hbar}\right)$.

Recall classically a conserved constant of motion is one that has a Poisson commutation with the Hamiltonian $\{A_k, H\} = 0$. Quantum mechanically, the Poisson commutator becomes $\{A, B\} \to i\hbar [\hat{A}, \hat{B}]$ in which $[\hat{A}, \hat{B}] = \hat{A}\hat{B} - \hat{B}\hat{A}$, and therefore quantum mechanically an invariant operation has $[\hat{A}, \hat{H}] = 0$, (note this is $\{\hat{A}, \hat{H}\} = \hat{A}\hat{B} + \hat{B}\hat{A}$ for fermionic systems, but throughout the remainder, we will only use bosonic systems). Symmetries therefore really answer the question of the 'minimum information of the system'. But which symmetry in particular?

If we consider the dynamics as a "movie", and then run the "movie" backwards - a process called time-reversal [13] - the relevant terms in the Schrödinger equation behave as $t \to -t$, $i\frac{\partial}{\partial t} \to -i\frac{\partial}{\partial t}$. This corresponds to two operations, respectfully a time operator $\hat{T} f(t) = f(-t)$, and a conjugation operator $\hat{C} f(t) = f^*(t)$. Let us consider the operation of time-reversal then as $\hat{T} = \hat{C} \hat{T}$, in which time-reversal
symmetry is defined as \( \hat{T}, \hat{H} \) = 0, but what ‘minimum information’ about the Hamiltonian does this tell us?

First, we said the system was closed. That means total energy is conserved throughout all time, therefore \( \hat{T}, \hat{H} \) = 0. It also additionally infers that the probability is normalized, \( \langle \psi(t)|\psi(t) \rangle = \langle \psi(0)|\hat{U}(t)\hat{U}^\dagger(t)|\psi(0) \rangle = 1 \), giving the unitary evolution \( \hat{U}\hat{U}^\dagger = 1 \), which yields a Hamiltonian that is Hermitian, \( \hat{H} = \hat{H}^\dagger \).

Hermitian Hamiltonians are invariant under the evolution operator, and are invariant for any unitary transform, \( \hat{H} = \hat{U}\hat{H}\hat{U}^\dagger \). What about the remaining time-reversal commutation \( \hat{C}, \hat{H} \) = 0? Commuting operations have the same basis set, so we can construct a basis so that \( \hat{C}|\phi_n \rangle = C_n |\phi_n \rangle \). Since the operation of \( \hat{C} \) is only conjugation, \( C_n = \pm 1 \), the basis must then be either only all real values (+1), or only all imaginary values (−1). We will select the real values, since imaginary values are the same magnitude, but with a global phase of \( \pi/2 \).

From the Hermiticity, then we find \( \hat{H} = \hat{H}^T \). This result is a property of orthogonal invariance - a rotation in basis (orthogonal transform) given by \( \hat{O} \) so that \( \hat{H} = \hat{O}\hat{H}\hat{O}^T \) gives the same eigenvalues/vectors as \( \hat{H} \). Although not used heavily, one last symmetry is of note. If one includes spin interactions in addition to time-reversal, the basis becomes quaternionic, and the Hamiltonians are invariant under symplectic transforms.

As a quick recap, let us look at the ‘minimum’ information to construct a Hamiltonian:

- If the system is closed, the Hamiltonian is unitarily invariant.
• If the system is closed, time-reversible, and does NOT have spin interaction, the Hamiltonian is real and orthogonally invariant.

• If the system is closed, time-reversible, and DOES have spin interaction, the Hamiltonian is symplectically invariant.

Other than placing these symmetry stipulations, we are now free to model the Hamiltonian randomly.

Random sequences are built in such a way that their elements follow known distributions. So which distribution is chosen for the Hamiltonian elements? We start with the joint probability of a Hamiltonian elements \( p(H_{11}, H_{12}, \ldots, H_{NN}) \). The symmetry stipulations are placed on the joint probability - for example, let us consider the orthogonally invariant case. Any function of an orthogonally invariant matrix will depend only on functions of the traces, so \( p(H_{11}, H_{12}, \ldots, H_{NN}) = f(\text{Tr}[\hat{H}], \text{Tr}[\hat{H}^2], \ldots) \). Additionally, we want the distribution to be truly “random”, that is the elements are uncorrelated such that

\[
p(H_{11}, H_{12}, \ldots, H_{NN}) = p(H_{11})p(H_{12})\ldots p(H_{NN}).
\]

The only function that fits this is

\[
p(H_{11}, H_{12}, \ldots, H_{NN}) = \gamma \exp(-\beta \text{Tr}[\hat{H}] - \alpha \text{Tr}[\hat{H}^2])
\]  

(2.15)

In the above, the average energy can be shifted to zero by setting \( \beta = 0 \). Then the above probability is one for a random Gaussian distribution - therefore, the matrix elements for an orthogonally invariant system follow Gaussian statistics.

The proportionality constant \( \gamma \) and \( \alpha \) in the above probability are found from normalization and by stating the variance of the Gaussian distribution (typically
1), so that

\[ \text{var}(H_{nm}) = 1 + \delta_{nm} \]  \hspace{1cm} (2.16)

A collection of several random Hamiltonian matrices, all following the symmetry stipulation and with elements Gaussian distributed, is labeled a \textit{Gaussian Orthogonal Ensemble} (GOE). The other symmetry stipulations yield different conditions on the joint probabilities, but they all yield similar Gaussian forms as Eq. (2.15). We will not discuss their derivation, just noting that the unitary invariance yields \textit{Gaussian Unitary Ensembles} (GUE) and symplectic invariance yields \textit{Gaussian Symplectic Ensembles} (GSE).

The number of unique elements in a random matrix, of rank \( N \), can be calculated very easily. For a GOE, there are \( N \) unique elements on the diagonal, which leaves \( N^2 - N \) off-diagonal elements. From orthogonality, half the elements are the same, so there is a total of \( (N^2 - N)/2 \) unique off-diagonal elements - totaling \( N + (N^2 - N)/2 = \frac{1}{2}N(N+1) \) unique elements. A similar argument can be made for GUE, except now complex-valued elements are allowed, giving \( 2N^2 \) total elements (\( N^2 \) real parts, \( N^2 \) imaginary parts). The number of unique elements of the real portion of a GUE follow GOE statistics, so same amount of unique elements, leaving \( 2N^2 - N(N+1) \) off-diagonal terms. The imaginary portion has \( N^2 \) terms, but unitary invariance gives no diagonal terms (already accounted for in the real portion) (from unitary invariance) and yields \( N^2 - N \) elements in the off-diagonals, of which only half are unique. The total number of unique elements then in a GUE matrix is \( \frac{1}{2}N(N+1) + \frac{1}{2}(N^2 - N) = N^2 \). A similar argument can be made for GSE.
matrices, in which all off-diagonal elements now uniquely contribute “twice”, due to spin arrangements. This yields $N$ unique diagonal terms, and $2(N^2 - N)$ unique off-diagonal terms, for a total of $N + 2(N^2 - N) = 2N^2 - N$ unique elements. As a last ensemble for consideration, integrable systems have no longer a Gaussian random matrix, for a Hamiltonian, but is in fact the Hamiltonian is diagonal. This yields only $N$ unique elements. Integrable systems are called Poissonian - we shall see why in a bit. For the four classes of matrices (Poissonian/GOE/GUE/GSE), the total number of unique elements are easily re-written as

$$\text{Total Unique Elements} = N + \frac{\nu}{2}(N - 1)$$  \hspace{1cm} (2.17)

where $\nu = 0, 1, 2, 4$ for the respective classes. The value $\nu$ is called the universality index, and it appears often in the statistics as a way to delineate between the classes.

### 2.5.2 Density of States

The Hamiltonian acts on the system to give a discrete eigenspectrum $\hat{H} |\psi_n\rangle = E_n |\psi_n\rangle$. Since it the eigenvalues/eigenbasis of the Hamiltonian that are the 'solutions' for a quantum system, it is the statistics of these quantities, from an RMT approach, that really hold information. As a first step, the joint probability of the eigenenergies of a GOE random matrix can be derived with a Pechukas-Yukawa
formalism as

\[ p(E_1, E_2, \ldots, E_N) \sim \prod_{n>m}^N (E_n - E_m)^\nu \exp \left[ -A \sum_n E_n^2 \right] \]  

(2.18)

The above joint energy probability holds all the similar information as the Hamiltonian, and therefore makes a good candidate for use as the statistical distribution. There is a catch though: a 'real-world' Hamiltonian is of infinite rank, and finite Hamiltonians display anamolies near the outer energy band edges - “finite-size effects” This is apparent in another spectral statistic, the average density of states. The density of states, defined as \( \rho(E) = \sum_n \delta(E - E_n) \) holds for single RMT matrix. Taking an average over the ensemble yields the averaged density of states, \( \langle \rho(E) \rangle \). For all three Gaussian classes, an analytical form of the averaged density of states can be derived with a Green’s function approach or supersymmetry. This analytical form is the Wigner semi-circle law

\[ \langle \rho(E) \rangle = \begin{cases} \sqrt{1 - \left( \frac{2N}{\pi E} \right)^2} & |E| < \frac{2N}{\pi} \\ 0 & |E| > \frac{2N}{\pi} \end{cases} \]  

(2.19)

The average density of states is shown in Fig.(2.5). How are “finite-size effects” present here? The statistics that we are interested in are fluctuations of eigen-solutions around a mean value; for each Hamiltonian, we have \( \rho(E) = \langle \rho(E) \rangle + \delta \rho(E) \) where \( \delta \rho(E) \) is an fluctuating portion. We wish to hold \( \langle \rho(E) \rangle \) at a constant value - which is only true for a small window of energies on the semi-circle, \( |E| \leq N \). The solution is to unfold the spectra - in short, we map the semi-circle to a straight
line. This is done by taking \( \{ E_i \} \rightarrow \{ E_i \} / \langle \{ E_i \} \rangle \). All spectral statistics from here out are unfolded.

**Figure (2.5):** Histogram of the average density of states for 50 GOE matrices of \( N = 264 \). The analytical Wigner semi-circle law, Eq. (2.19) is the smooth solid line. The grey regions denote where finite-size effects begin to occur - where the distribution begins deviating from a nearly constant value of \( \sim 10 \). Figure is taken from [14].

### 2.5.3 Two-point Correlation and Form Factor

How do the differences between the classes manifest themselves in the statistical properties of the energy levels? The density of states certainly does not suffice, since all Gaussian classes follow the Wigner semi-circle law of Eq.(2.19). We must go to a 'next order' in the averaging - and that means correlations! If properly unfolded, the density of states behaves as \( \rho(E) = 1 + \delta \rho \). However, the fluctuation is in energy, and therefore the correlator will be energy-dependent [as opposed to the time-dependent form of Eq.(2.8)]. Doing so yields the spectral autocorrelation function

\[
C(E) = \langle \delta \rho(E + E') \delta \rho(E - E') \rangle_E,
\]  

(2.20)
in which the average is done over $E$. This can alternatively be written as $C(E) = \delta(E) + Y_2(E)$, in which $\delta(E)$ is a delta function, and $Y_2(E)$ is the two-point clustering function. The differences between the classes now manifest themselves in $Y_2(E)$ - in particular, the 'benchmark' is the Poissonian case, in which the energies are fully uncorrelated. This yields $C(E) = \delta(E)$, which gives no clustering at all; i.e. for a Poissonian case, $Y_2(E) = 0$. However for the Gaussian classes, the two-point clustering varies, as given below and shown in Fig.(2.6)

**Figure (2.6):** Two-point energy density correlation, $Y_2(E)$. The blue solid curve is the GOE case, red dashed curve is the GUE case, and the green dot-dashed curve is the GSE case. Note the strong oscillations in GSE correlation. The 'limiting' case of $Y_2(E) = 0$ is the uncorrelated Poissonian.

\[
Y_2(E) = \begin{cases} 
  s^2(E) + \frac{ds(E)}{dE} \int_{E}^{\infty} s(E')dE' & \text{GOE} \\
  s^2(E) & \text{GUE} \\
  s^2(2E) - \frac{ds(2E)}{dE} \int_{0}^{E} s(2E')dE' & \text{GSE}
\end{cases}
\]
where $s(E) = \text{sinc}(E) = \sin(\pi E)/\pi E$. Note that $Y_2(E)$ can be obtained [12,15,16] from a second order truncation on the joint probability, Eq.(2.18).

Taking the fourier transform of the above gives the \textit{two-point form factor}, $b_2(t) = \int_\mathbb{R} Y_2(E) \exp(-iEt)dE$, shown in Fig.(2.7).

Analytically, integrations give simply $b_2(t) = 0$ for the Poissonian case; however for the Wigner ensembles, we have

\[
\begin{align*}
\text{GOE} & \quad \begin{cases} 
1 - 2t + t \ln(2t + 1), & t \leq 1 \\
-1 + t \ln \frac{2t + 1}{2t - 1}, & t > 1
\end{cases} \\
\text{GUE} & \quad \begin{cases} 
1 - t, & t \leq 1 \\
0, & t > 1
\end{cases} \\
\text{GSE} & \quad \begin{cases} 
1 - \frac{t}{2} + \frac{\ln|t - 1|}{4}, & t \leq 2 \\
0, & t > 2
\end{cases}
\end{align*}
\]

Note the strong singularity at $t = 1$ for GSE, and the cusp for GUE, while the GOE case is relatively smooth. The two-point form factor is a very useful statistic, and is used to define higher-order long-range statistical quantities such as the level variance ($\Sigma^2(L)$) and spectral rigidity ($\Delta_3(L)$). In particular, we will see it again within the linear response theory of Chapter 3.
Figure (2.7): Two-point form factor, $b_2(t)$. The blue solid curve is the GOE case, red dashed curve is the GUE case, and the green dot-dashed curve is the GSE case. At $t = 1$, there is a singularity in the GSE case, from the oscillations in Fig.(2.6). There is also a cusp in the GUE case, while the GOE case is smooth. The 'limiting' case of $b_2(t) = 0$ is the uncorrelated Poissonian.

2.5.4 Level Spacing Statistics

We looked at correlations of the energies, which is a way of looking at energy differences across the whole spectrum. What if we just look at short-range behavior, i.e. only neighboring energy levels? Such a statistic is present in the distribution of energy level spacings, which are mathematically defined as $s_n = |E_n - E_{n-1}| / \Delta$ where $\Delta$ is the mean level spacing $\Delta = \langle E_n - E_{n-1} \rangle$. For unfolded spectra, $\Delta \sim 1$. The derivation of the level spacing distribution is easily done with a general $2 \times 2$
matrix in a process called Wigner’s surmise. Taking a GUE 2x2 matrix

\[
\hat{H} = \begin{pmatrix}
a + b & f + ig \\
f - ig & a - b
\end{pmatrix}
\] (2.25)

where \(a, b, f, g\) are real elements in a Gaussian distribution, given by \(W(a, b, f, g)\). Diagonalizing the above matrix gives the eigenvalues of \(a \pm \sqrt{b^2 + f^2 + g^2}\). The level spacing is then just \(s = \sqrt{b^2 + f^2 + g^2}\). Calculating the level spacing over the Gaussian element distribution gives

\[
P(s) = \int_{\mathbb{R}} db \int_{\mathbb{R}} df \int_{\mathbb{R}} dg W(b, f, g) \delta(s - \sqrt{b^2 + f^2 + g^2})
\] (2.26)

The result of \(s^2 = b^2 + f^2 + g^2\) allows a mapping of three variables to a single steradian solid angle, with a Jacobean transform of \(db \cdot df \cdot dg \rightarrow 4\pi r^2 dr\)

\[
P(s) = 4\pi \int_{\mathbb{R}} dr \ r^2 W(r) \delta(s - r)
= 4\pi \int_{\mathbb{R}} r^2 \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{r^2}{2\sigma^2}\right) \delta(s - r)
= \frac{2\pi}{\sigma} s \exp\left(-\frac{s^2}{2\sigma^2}\right)
\] (2.27)

A similar approach can be done for GOE (\(g = 0\), solid angle Jacobean goes to simple angle) or for Poissonian (map of \(s \rightarrow \sqrt{r}\)). GSE can also be done similarly, but requires a 4x4 quaternionic matrix in the Wigner surmise. After normalizing
the probability to unity to get $\sigma$, the level spacing distributions are

$$P(s) = \begin{cases} 
\exp(-s); & \text{Poissonian} \\
\frac{\pi}{2} s \exp\left(-\frac{\pi}{2} s^2\right); & \text{GOE} \\
\frac{32}{\pi^2} s^2 \exp\left(-\frac{4}{\pi} s^2\right); & \text{GUE} \\
\frac{218}{54 \pi^3} s^4 \exp\left(-\frac{64}{9 \pi^2} s^2\right); & \text{GUE}
\end{cases} \tag{2.28}$$

The function $P(s) = \exp(-s)$ is the Poissonian distribution function, hence the use of the word “Poissonian” to describe the statistics of integrable systems. The three Gaussian class distributions are collectively called “Wigner distributions”. The Wigner distributions (and to some extent the Poissonian) can be seen as $P(s) \sim s^{\nu} \exp(-s^2)$. This factor of $s^{\nu}$ is important - its effect is to create a 'correlation hole' at $s = 0$ in the spacing distribution - that is integrable energy levels have a tendency to “bunch up” right next to each other (level clustering). The energy levels of Gaussian RMT classes are more spread, and do NOT cluster ($P(0) = 0$), a behavior called level repulsion). This is shown later on in Fig. (2.8). The presence of clustering/repulsion in the level spacing statistics is another method to characterizing chaotic systems. Further joint probability calculations can be done to create a parametrized version of Eq. (2.28), called the “Brody distribution”, in order to study the transition between integrable and chaotic systems. In the Brody distribution, a free parameter $q$ is used and numerical distributions are fit
to the following function

$$P_q(s) = (1 + q)\beta^q s^q \exp \left(-\beta s^{1+q}\right),$$  \hspace{1cm} (2.29)

where

$$\beta = \Gamma^{2+q} \left(\frac{2 + q}{1 + q}\right)$$ \hspace{1cm} (2.30)

in which $\Gamma$ is the Gamma function. For $q = 0$, the Brody distribution becomes Poissonian, and for $q = 1$ the distribution becomes Wignerian (GOE).

The level-spacing distribution is interesting in that it provides strong evidence for proof of the *Bohigas-Giannoni-Schmit (BGS) conjecture*. From the original text [17]

_Spectra of time-reversal invariant systems whose classical analogs are K systems show the same fluctuation properties as predicted by GOE... If the conjecture happens to be true, it will then have been established the universality of the laws of level fluctuations in quantal spectra..._

The powerful sentiment within the BGS conjecture is that quantum systems that can be taken to a semiclassical limit whose classical phase space is fully ergodic (no integrable islands), have the SAME behavior in energy fluctuations as a quantum random matrix model. The power is that ANY chaotic system (time-reversible), whether classical or quantum and regardless of small system differences, statistically have the same fluctuation behavior as an 'artificial' RMT matrix - this is the
idea of *universality*. Fig. (2.8) illustrates this sentiment. The level-spacing distribution is shown for six different experimental systems - three that are quantum and three that are wholly classical. For all six systems, a universal behavior that matches the theory in Eq. (2.28) is observed. It should be noted that there are several other experimental systems in GOE that lend strong support to the BGS conjecture; however, only two experiments have been shown for GUE, and there are currently no such experiments for GSE systems [15].
2.5.5 Wavefunction Statistics

Another statistic is the eigenvector component distribution. While not heavily used, it often serves as another 'check' that a system is chaotic. For an eigenvector $|\psi\rangle = (\psi_1, \psi_2, \ldots, \psi_N)$, the distribution follows

$$P(y = |\psi_i|^2) = \begin{cases} 
\frac{1}{\sqrt{\pi}} \frac{\Gamma(N/2)}{\Gamma((N-1)/2)} \frac{(1-y)\Gamma(N-3)/2}{\sqrt{y}}; & \text{GOE} \\
(N - 1)(1 - y)^{N-2}; & \text{GUE} \\
(N - 1)(N - 2)y(1 - y)^{N-3}; & \text{GSE}
\end{cases}$$

Note that the eigenvalues (hence the distribution) have an $N$ dependence, in that a chaotic eigenvalue on average is $1/N$. In a thermodynamic limit $N \to \infty$, the above distributions become

$$P(\eta) = \begin{cases} 
\frac{\exp(-\eta/2)}{\sqrt{2\pi\eta}}; & \text{GOE} \\
\exp(-\eta); & \text{GUE} \\
\eta \exp(\eta); & \text{GSE}
\end{cases}$$

in which $\eta = N\eta$. The GOE case is called the Porter-Thomas distribution, shown in Fig.(2.9). Just as was seen in Fig. (2.8), the distributions of the eigenvector components should also behave universally, in accordance with the BGS conjecture.

GOE/GUE/GSE are not the limitation of RMT. Variations in the matrix construction, say by restricting off-diagonals to some bandwidth or engineering a
function in the variance, have been used to study various phenomena. In particular, in Chapters 5-6, these 'engineered’ RMT ensembles are used to model the phenomena of Anderson localization and its critical transition. Further discussion on these alternative RMT ensembles will be savored in their respective chapters.

2.6 The Take-Home Message

We have discussed how complex systems classically evolve in time, and how their chaotic nature is shown in phase space. The definition of a “chaotic system” was given as local trajectory divergences and global mixing. Parametric systems were introduced to motivate a fluctuating quantity whose correlation spectra display strong differences between integrable, chaotic, and stochastic behavior. This power spectrum is reflected via a quantum-classical correspondence in the band-

**Figure (2.9):** Eigenfunction component distribution for GOE matrices, $N = 1000$. The parameter $\eta = N |\psi_i|^2$ is the scaled wavefunction value. The red histogram shows the actual distribution, while the black dashed line shows the Porter-Thomas distribution from Eq.(2.32).
profile structure of the quantum perturbation operator. Another point where chaoticity is encoded in the quantum realm is on the statistical properties of the eigenvalues of the unperturbed Hamiltonian. These properties are described by a powerful mathematical theory called Random Matrix Theory, whose basic predictions were presented at the end of the chapter. Gaussian random matrices were given by the BGS conjecture as a way to model the Hamiltonian of complex systems. Finally, universality within the different symmetry classes provides another signature of chaos. These concepts form the foundation to quantifying and modeling chaotic systems, and will be used throughout the remainder of this work.
Fidelity: A Measure of Stability

'Twas whispered in Heaven, 'twas muttered in hell, and echo caught faintly the sound as it fell.

-Catherine M. Fanshawe, Enigma (The Letter H)

3.1 A Historical Introduction

3.1.1 Irreversibility

In thermodynamics, the idea of irreversibility was first introduced in the following manner. Consider a process within a system, which may or may not be cyclic. The process is called reversible if upon reversing the process, there is no change to either the system itself, or its surrounding environment. The system change
was quantified by Boltzmann’s H-theorem using the Gibbs entropy

\[ S = -k \sum_n p_n \log p_n, \]  

(3.1)

where \( p_n \) is a given microstate probability. After reversing the process, this gives an entropic change of

\[ \Delta S = 0 \quad \text{reversible systems}, \]

\[ \Delta S > 0 \quad \text{irreversible systems} \]

According to Boltzmann, irreversible processes are then certainly possible thermodynamically. However, Boltzmann’s close friend Loschmidt drew attention to the fact the laws of classical mechanics (i.e. the HEOM in the previous chapter) are time symmetric, and therefore ALL molecular processes must be reversible within statistical mechanics.

This may be seen in the following *gendenken* experiment, illustrated in Fig. (3.1). Suppose that you are sitting in a bar with a tepid drink, into which you place a large ice cube. As the ice-water system evolves in time, the ice cube lattice ‘melts’, and the water molecules immediately begin to blend with the warmer drink molecules (alcohol, sugar, more water, etc.) until a thermal equilibrium is reached, upper panel of Fig. (3.1). Classically the interactions between the ice/drink molecules are complex, as to give trajectories that are *mixing* (as described in the previous chapter). Within the ice-drink example, \( V_2 \) is a phase
Figure (3.1): In the upper panel, an initial state of an ice-cube in a tepid liquid melts into a thermal equilibrium. The trajectories of two ice molecules are schematically represented by the two colored arrows. In the middle panel, the Loschmidt demon reverses the arrow of time, effectively reversing the direction of the trajectories. Time-reversal symmetry states we should be able to recover the ice cube. However, the mixing of trajectories and coarse graining in the Loschmidt demon manifest as small fluctuations in the environment, beyond the control of the Loschmidt demon. These environmental fluctuations (illustrated by thermal fluctuations created by the dragonfly’s wings in the lower panel) perturb the trajectories, making the system irreversible.
volume in the final warm equilibrium mixture, and \( V_1 \) is a phase volume of the initial cold ice & drink. Note that within the figure, we are only considering the ice molecules within \( V_1 \). Since the dynamics are time-reversible, we see an ice cube re-emerge from the warm drink. Since most initial preparations of ice will melt into equilibrium within a finite time, the probability of finding the system in such a state is relatively large, so that its fractional volume (i.e. probability) is \( f_2(t) \sim 1 \). Loschmidt introduced a “demon” - a theoretical ‘device’ external to the system that would be able to reverse the process by reversing the direction of time (Loschmidt’s “arrow of time”). The mixed equilibrium mixture becomes the initial state, and the role of the Loschmidt demon is to just reverse the final velocities, middle panel of Fig. (3.1), so that the trajectories will retrace and an ice cube will re-emerge from the mixed equilibrium. Initial states go to final states, and final states go to initial states. However, thermodynamics state otherwise, and experience certainly supports this - no bar in the world has seen an ice cube emerge from a warm drink. We now have a nice contradiction - the Loschmidt paradox [18]. So what gives?

The answer rests in the Loschmidt demon. The cube-ice preparation occupies a very exact, small volume in phase space, and its final equilibrium state occupies a very contorted phase volume with very fine structures (from mixing). In order for the reversal process to occur, we must prepare an initial state that matches the finely structured equilibrium phase volume, taking into account both the system and environment, capturing all the correlations between the molecules. To adequately reproduce the fine structure of the warm equilibrium would require
a very fine resolution in our preparation instruments\footnote{For the ongoing ice-cube/drink example, we have a fairly open system, so a Loschmidt demon also must be able to control all the molecules in the surrounding environment, including the air molecules in the bar, the molecules in surrounding patrons, molecules in said patrons' drinks, exhaust molecules of cars passing, and so on ad infinitum.} - such a resolution simply does not exist in our current technology. This roughness in our ability to make a preparation is termed *coarse graining*. It is the flaw of coarse graining within the Loschmidt demon coupled with classical mixing that is responsible for 'irreversibility' within systems, and resolves the Loschmidt paradox.

What about in the quantum realm? Weyl quantization limits our resolution scales to $\hbar$, so we are unable to capture the fine structures associated with classical mixing. Coarse-graining also conceptually fails in the quantum realm, since it is theoretically possible to create pure, exact quantum states. Since the evolution of such states is unitary, the uncertainty from instrumental-coarse graining will not grow, and therefore can not be observed. How can we then probe the irreversibility of the system?

Peres \cite{Peres19} made the supposition that we can produce an exact initial state, either quantum mechanically or classically. He placed the role of coarse-graining into the environment - in our working example, suppose we could control the ice and drink mixture to infinite precision, but not the rest of the bar. The environmental portion of the Hamiltonian could then be said to be 'unknown', since we can not control all the parameters of the environment. The Hamiltonian can then be modeled parametrically, Eq. (2.5), in which the environment plays a perturbative role in $\mathcal{F}(q,p)$ (or $\hat{B}$ in the quantum basis of $\hat{H}_0$), and whose unknown behavior...
can be modeled with random matrix theory. Referring to the ongoing *gedenken*, suppose a dragonfly drifts into the neighborhood of our drink as soon as our Loschmidt demon reverses the velocities - its flight creating thermal fluctuations that transport across the glass interface into our drink and perturbing them from tracing their trajectories back to the initial state, as illustrated in the lower panel of Fig. (3.1). The system’s sensitivity to these fluctuations in the uncontrollable environment is then responsible for the irreversibility of the system, but again back to the original question: How to probe the irreversibility of the system?

### 3.1.2 The Loschmidt Echo & Fidelity

Probing the irreversibility of the system begs the question: ’How close did I get to obtaining my initial state of an ice-cube?’† This naturally leads to Peres’ idea of using state *overlaps* to define a measure of the stability of a system to external perturbations. Suppose that there are two Hamiltonians, which read

\[
\hat{H}_{1,2} = \hat{H}_0 \pm x\hat{B},
\]

\[
H_{1,2} = H_0 \pm xB
\]

(3.2)

where the top line is the quantum mechanical Hamiltonian, and the second line is the classical Hamiltonian. \(\hat{H}_0\) (or \(H_0\)) describes the evolution of the system (ice and drink) only, and \(\hat{B}\) (classically \(B\)) describes a parametric coupling of

---

†If one were to create an imperfect, yet marketable, device that acts as the Loschmidt demon, it would be more suitable to beg the question ‘What is the efficiency of my device?’
the system to its environment (dragonfly and bar). Both Hamiltonians are assumed to be classically small, and \( \hat{H}_1 \) (classically \( H_1 \)) then denotes the forward evolution of the system & environment before the Loschmidt demon is turned on and \( \hat{H}_2 \) (classically \( H_2 \)) describes the time-reversed evolution of the system & environment. It is often the case that the evolutions are defined so that the backward evolution is the only term involving the environment. In this case, we have \( \hat{H}_1 = \hat{H}_0, \hat{H}_2 = \hat{H}_0 + x \hat{B} \), but we shall leave the evolutions in the general symmetric form of Eqs. (3.2). Evolving a generic initial state, \( |\psi_0\rangle \), forward in time and then performing the Loschmidt time-reversal yields an evolved state of

\[
|\psi_{12}(t)\rangle = \hat{U}_2^\dagger(t)\hat{U}_1(t) |\psi_0\rangle \tag{3.3}
\]

\[
= \exp(-i\hat{H}_2^\dagger t/\hbar)\exp(i\hat{H}_1 t/\hbar) |\psi_0\rangle \tag{3.4}
\]

The *Loschmidt Echo* is then the overlap probability of the initial state with the forward/time-reversed state

\[
F_{LE}(t) = \left| \langle \psi_0 | \exp(-i\hat{H}_2^\dagger t/\hbar)\exp(i\hat{H}_1 t/\hbar) |\psi_0\rangle \right|^2 \tag{3.5}
\]

This can been seen graphically in Fig. (3.2), where the system is a ‘Lorentz gas’ - an arrangement of hard spheres [20]. The initial state is either a quantum Gaussian wavepacket, or a Gaussian phase distribution of initial states in a classical space, presented in green on the upper left. The evolution with \( \hat{H}_1 \) (or \( H_1 \)) yields the evolved wave seen in the upper left. Note that for the Lorentz gas system, the
Figure (3.2): The Loschmidt echo and fidelity in a Lorentz gas environment. An initial quantum wavepacket (or an initial phase space distribution of classical states) is represented by the green area in the upper right figure. Both the Loschmidt echo and the fidelity evolves the state forward under the Hamiltonian $\hat{H}_1$ ($H_1$) to an evolved wavepacket shown in the upper left (the arrows denote possible trajectories the classical ensemble of states may take). The Loschmidt echo then evolves the state in the upper left under a time-reversed Hamiltonian, $\hat{H}_2^\dagger$, to the state shown in the lower right. The Loschmidt echo is then defined as the overlap between the initial state in the upper left and the forward/backward evolved state in the lower right. The fidelity takes the same initial state, in the upper left, and evolves it under a forward evolution of $\hat{H}_2$, to the state shown in the lower right. The fidelity is then defined as the overlap between the two forward evolved states shown in the upper right/lower left. Even though the wavefunction evolves into different forms under the evolutions, because the evolutions are unitary, the overlaps (Loschmidt echo and fidelity) give equivalent measures. Figure taken from [20].
Hamiltonian is just a free propagation\(\dagger\) with specular reflection at the spherical scatterer and cavity boundaries. Classically, the trajectories move in position as shown by the arrows. The system is then perturbed, where the perturbation \(x\) is a shift in the mass distribution so that

\[
p_x^2 \to \frac{x}{1+x} p_x^2, \quad p_y^2 \to x p_y^2
\]

and the backward evolution is performed, with \(\hat{H}_2\) (or \(H_2\)) being a free propagation with the above perturbed momenta. The resulting state is shown in the lower right, and the Loschmidt echo is just the overlap between the upper left and lower right wavefunctions.

The measure of Eq.\((3.5)\) could also be viewed in the following manner. Rather than evolving an initial state forward, and then reversing the velocities, it is perhaps more experimentally viable to create two identical initial states, and then evolve them forward under the two Hamiltonians, \(\hat{H}_{1,2}\), without any time-reversing occurring; however, the Hamiltonians still maintain a time-symmetry. This yields two evolved states: \(|\psi_1(t)\rangle\) is the forward evolution with \(\hat{H}_1\) and \(|\psi_2(t)\rangle\) is the forward evolution of \(\hat{H}_2\). We then look at the overlap probability of the two forward evolved states, labeled \textit{fidelity}

\[
F(t) = |\langle \psi_1(t) | \psi_2(t) \rangle|^2 = \left| \left[ \langle \psi_0 | \exp(-i\hat{H}_2^\dagger t/\hbar) \right] \cdot \left[ \exp(i\hat{H}_1 t/\hbar) | \psi_0 \rangle \right] \right|^2 = F_{LE}(t)
\]

\(\dagger\)Just a reminder: “Free Propagation” is \(|\vec{p}|^2/2m\) or quantum mechanically \(\vec{p} \to -i\hbar \nabla\).
This is seen graphically in Fig. (3.2) as well, in which the forward evolution under $\hat{H}_1$ proceeds to the upper right, as previously mentioned. However, the forward evolution under $\hat{H}_1$ yields a state shown in the lower left. The fidelity is then the overlap between the lower left and upper right wavefunctions (in contrast to the fidelity). Even though the wavefunctions are different under each evolution, the *fidelity and the Loschmidt echo are equivalent* under unitary evolutions, $F_{\text{LE}}(t) = F_f(t)$.

Since the fidelity is defined via overlaps of states, it therefore can also be defined classically as

$$F_{f}^c(t) = \left| \int_\Omega dq \ dp \ \varrho_1(q, p; t) \varrho_2(q, p; t) \right|^2 \quad (3.8)$$

where $\varrho_{1,2}$ are the phase space distributions (i.e. classical states) for an ensemble of initial trajectories evolved under the classical Hamiltonians $H_{1,2}$. Just as in the quantum case, a classical Loschmidt echo can also be defined as

$$F_{\text{LE}}^c(t) = \left| \int_\Omega dq \ dp \ \varrho_0(q, p; t) \varrho_{12}(q, p; t) \right|^2 \quad (3.9)$$

in which $\varrho_0$ is the phase space distribution for an ensemble evolved under $H_0$, and $\varrho_{12}$ is the phase space distribution for an ensemble evolved forward under $H_1$ and then time-reversed under $H_2$. The dynamics of the classical operations are also unitary (HEOM), and therefore fidelity and Loschmidt echo are also equivalent in the classical case. From this equivalence, we shall henceforth stop distinguishing between the two and will simply call the measure 'fidelity', denoted by $F(t)$ (or $F_{\text{cl}}(t)$ in the classical case) throughout the remainder of this work.
The fidelity gives us a measure of the stability/irreversibility of the initial wavefunction under environmental fluctuations - for \( t = 0 \), the fidelity equals unity, and for irreversible systems, has a decay from unity as time is evolved. This decay behavior has a dependence on the strength of the environmental coupling, presented as the parameter \( x \). We shall now go on to discuss the behavior of the fidelity decay and its dependence on \( x \).

### 3.2 Linear Response Theory

We want now to evaluate the temporal decay of fidelity given by Eq.(3.7). To this end, we rely on time-dependent perturbation theory. The technical details\(^\dagger\) are compiled within Appendix B.2 and give an approximation for the evolution operator. This operator applied to the two forward evolutions with Hamiltonians \( H_1, 2 \) read

\[
\begin{align*}
\psi^D_1(t) &\simeq |\psi_0\rangle + \frac{ix}{\hbar} \int_0^t d\tau \hat{B}(\tau) |\psi_0\rangle - \left( \frac{x}{\hbar} \right)^2 \int_0^t d\tau \int_0^\tau d\tau' \hat{B}(\tau)\hat{B}(\tau') |\psi_0\rangle \\
\psi^D_2(t) &\simeq |\psi_0\rangle - \frac{ix}{\hbar} \int_0^t d\tau \hat{B}(\tau) |\psi_0\rangle - \left( \frac{x}{\hbar} \right)^2 \int_0^t d\tau \int_0^\tau d\tau' \hat{B}(\tau)\hat{B}(\tau') |\psi_0\rangle
\end{align*}
\]

where the superindex \( D \) indicates that we operate in the Dirac (interaction) picture (see Appendix B.2) and we have assumed that \( |\psi^D_1(0)\rangle = |\psi^D_2(0)\rangle = |\psi_0\rangle \).

\(^\dagger\)A large part of this section’s derivations come directly from Ref. [21].
Expanding the fidelity

\[ F(t) = \left| \langle \psi_2(t) | \psi_1(t) \rangle \right|^2 \]

\[ = \left| \langle \psi_2^D(t) | \exp(i\hat{H}_0 t/\hbar) \exp(-i\hat{H}_0 t/\hbar) | \psi_1^D(t) \rangle \right|^2 \]

\[ \simeq \left| \left( \langle \psi_0 | - \langle \psi_0 \right| \frac{i x}{\hbar} \int_0^t d\tau \hat{B}(\tau) - \langle \psi_0 \right| \left( \frac{x}{\hbar} \right)^2 \int_0^t d\tau \int_0^\tau d\tau' \hat{B}(\tau) \hat{B}(\tau') \left| \psi_0 \right. \right) \times \left( \langle \psi_0 | + \frac{i x}{\hbar} \int_0^t d\tau \hat{B}(\tau) | \psi_0 \rangle - \left( \frac{x}{\hbar} \right)^2 \int_0^t d\tau \int_0^\tau d\tau' \hat{B}(\tau) \hat{B}(\tau') \langle \psi_0 \right| \right) \right|^2 \]

Truncating the cross-terms to second-order yields

\[ \simeq \left| 1 + \frac{2ix}{\hbar} \int_0^t d\tau \langle \hat{B}(\tau) \rangle_0 - 2 \left( \frac{x}{\hbar} \right)^2 \int_0^t d\tau \int_0^\tau d\tau' \langle \hat{B}(\tau) \hat{B}(\tau') \rangle_0 - \left( \frac{x}{\hbar} \right)^2 \int_0^t d\tau \langle \hat{B}^2(\tau) \rangle_0 \right|^2 \]

\[ \simeq 1 - 4 \left( \frac{x}{\hbar} \right)^2 \int_0^t d\tau \int_0^\tau d\tau' \langle \hat{B}(\tau) \hat{B}(\tau') \rangle_0 - 2 \left( \frac{x}{\hbar} \right)^2 \int_0^t d\tau \langle \hat{B}^2(\tau) \rangle_0 + 4 \left( \frac{x}{\hbar} \right)^2 \int_0^t d\tau \langle \hat{B}(\tau) \rangle_0^2 \tag{3.10} \]

where \( \langle \cdots \rangle_0 = \langle \psi_0 | \cdots | \psi_0 \rangle \). A further simplification can be done to the above expression if we recognize that

\[ C(\tau, \tau') = \langle \hat{B}(\tau) \hat{B}(\tau') \rangle_0 - \langle \hat{B}(\tau) \rangle_0 \langle \hat{B}(\tau') \rangle_0 \tag{3.11} \]
where $C(\tau, \tau')$ is the same correlator defined by Eq. (2.8). Therefore the fidelity can be re-written as

$$F(t) \simeq 1 - \left( \frac{2x}{\hbar} \right)^2 \int_0^t d\tau \int_0^{\tau} d\tau' C(\tau, \tau') + \ldots
\approx \exp \left[ - \left( \frac{2x}{\hbar} \right)^2 \int_0^t d\tau \int_0^{\tau} d\tau' C(\tau, \tau') \right]$$

(3.12)

where in the second line we have assumed the infinite order series converges to an exponential. The correlator appearing on the right hand side of this equality encodes the fluctuating properties of the generalized force, while the fidelity in this framework can be seen as a loss (dissipation) of information.

One last important observation needs mentioned. From the linear response theory of fidelity (LRT), Eq. (3.12), a difference can be directly seen between integrable and chaotic systems. Recall in the previous chapter the discussion about the properties of the correlator - the more chaotic a system is, the faster its correlation decay, especially in comparison to an integrable system. Naively, one would expect that an integrable system will dissipate information slower than a chaotic one. The result of Eq.(3.12) indicates exactly the opposite - namely, chaos suppresses the loss of information, \textit{i.e.} leads to a slower fidelity decay. This result can be of great importance for quantum information processing.
3.2.1 Linear Response and Correlation Dynamics

It is obvious that the validity of the previous calculations are associated with the strength of the perturbation, \( x \). In this section we will expand on these conditions and evaluate the integral appearing in Eq.(3.12) for various perturbation strengths, assuming generic behavior (for a case of chaotic systems) for the correlator \( C(\tau, \tau') \).

**Wigner (FGR) Regime**

We will assume hereafter that correlation \( C(\tau, \tau') \) is homogeneous in time\(^1\), so that \( C(\tau, \tau') = C(\tau - \tau') \). Under a substitution \( \alpha = \tau - \tau' \) the first integration in Eq.(3.10) over \( \tau' \) is performed, resulting in

\[
F(t) \approx 1 - \left( \frac{2x}{\hbar} \right)^2 \int_0^t d\tau (t - \tau) C(\tau) \tag{3.13}
\]

Correlations decay over a timescale, \( t_c \) (see Section 2.3 in Chapter 2). In chaotic systems, the correlation decay is very fast, so that after integration, the second term above is negligible. Furthermore, we assume that the correlation is considerably different from zero only for \( t < t_c \). This yields

\[
F(t) \approx 1 - \left( \frac{2x}{\hbar} \right)^2 t \int_0^{t_c} d\tau C(\tau) \tag{3.14}
\]

\(^1\)Correlations that are homogeneous in time are related to stationary processes.
At times $t > t_c$, the correlation fluctuates around zero, so that the integration can be extended for all times. This integration results in the Green-Kubo linear transport coefficient

$$
\sigma = \int_0^\infty d\tau C(\tau) \quad (3.15)
$$

Assuming again an infinite order re-summation, one gets

$$
F(t) \simeq 1 - \left(\frac{2x}{\hbar}\right)^2 \sigma t \approx \exp(-\gamma_e t) \quad (3.16)
$$

The fidelity for $t > t_c$ in a complex system behaves exponentially, with a decay rate of

$$
\gamma_e = \frac{4\sigma x^2}{\hbar^2} \quad (3.17)
$$

Fidelity exhibiting this exponential decay is said to be in the Wigner (FGR) Regime.

**Standard Perturbative Regime**

In the above discussion, we stated the correlation function $C(t)$ fluctuates around zero for $t > t_c$ and converges to the transport coefficient $\sigma$. However for systems in a finite Hilbert space, the correlation function does NOT asymptotically decay to zero, but rather reaches a finite value $\overline{C}$, similar to the asymptotic value of fidelity\(^1\). Our task is to calculate the value of this small, yet finite, plateau -

---

\(^1\)Asymptotic behavior of fidelity decay is discussed in greater detail within Chapter 7, but generally $F(t \to \infty) \sim N^{-d}$, where $N^d$ is the volume of the Hilbert space.
which is the time-averaged correlation function

$$\overline{C} = \lim_{t \to \infty} \frac{1}{t^2} \int_0^t d\tau \int_0^{\tau'} d\tau' \, C(\tau, \tau')$$  (3.18)

The system we are considering is chaotic, so we will make a conjecture - suppose the diagonal elements are members of a Gaussian random sequence. We can use the quantum-classical correspondence, Eq. (2.13), to relate the variance in the diagonal elements to the center of a classical power spectrum. The power spectrum must include a factor of $\frac{1}{2}$ to account for the Gaussian diagonal variance seen in Eq.(2.16), and also needs to be normalized by a factor of $N$, since the system is finite. The center value of the classical power spectrum is, in fact, a classical version of the transport coefficient of Eq.(3.15)

$$\sigma_{cl} = \int_0^\infty d\tau \mathcal{C}(\tau) \exp(-i\omega \tau) |_{\omega=0} = \frac{1}{2N} \hat{\mathcal{C}}(\omega = 0)$$  (3.19)

The plateau value of $\overline{C}$ is reached at $t \sim t_H$, where $t_H$ is the dimensionless Heisenberg time, $t_H = N/2$. Then for $t \geq t_H$, the correlation in Eq.(3.12) is equivalent to the plateau value of Eq.(3.18) giving

$$2\sigma_{cl}t_H \approx \overline{C}t_H^2$$  (3.20)

The finite value of the plateau is then simply

$$\overline{C} \approx \frac{4\sigma_{cl}}{N}$$  (3.21)
Substituting this back into Eq. (3.12) gives the fidelity

\[ F(t) \approx 1 - \left( \frac{2x}{\hbar} \right)^2 \frac{4\sigma_{cl}^2}{N} t^2 \]
\[ \approx \exp\left( -[\gamma_g t]^2 \right) \] (3.22)

The fidelity behaves in a **Gaussian** fashion, with a decay rate of

\[ \gamma_g = \frac{4x}{\hbar} \sqrt{\frac{\sigma_{cl}}{N}} \] (3.23)

Note that in order to see this Gaussian decay before the Heisenberg time, the decay rate must be very slow - \(x\) must be very small. Otherwise, we would only see an exponential decay before a saturation to the finite plateau at \(t \sim t_H\).

We will refer to this regime where the fidelity decay is Gaussian as the **standard perturbative regime**.

**Validity of the Linear Response**

Rather than characterize the two regimes with the timescales \((t_c, t_H)\) let us characterize the borders through the perturbation strength. The standard perturbative regime occurs when the time reaches \(t_H\), so that equating the decay rate of \(\gamma_g\) with this time gives the characteristic perturbation strength \(x_c\)

\[ \gamma_g \sim \frac{1}{t_H^1} \rightarrow x_c \sim \frac{\hbar}{2} \sqrt{\frac{1}{\sigma N}} \] (3.24)
This gives us a threshold for the exponential/Gaussian decays: for \( x < x_c \), the linear response follows Eq. (3.22). For \( x > x_c \) the linear response follows Eq.(3.16).

However, there is a limit to linear response - its limitation can be evaluated by equating the rate \( \gamma^{-1} \) with the classical correlation time \( t_c \). The outcome of this gives

\[
x_{\text{prt}} \sim x_c \sqrt{\frac{\Delta b}{\Delta}}
\]

(3.25)

Once \( x > x_{\text{prt}} \), the perturbative approach of linear response fails to adequately describe the fidelity, such an \( x \) is said to be in the nonperturbative regime. In order to get an approximation of the fidelity decay, semiclassical methods must be used, so this regime often goes by the alias of the semiclassical regime. Under such semiclassical considerations, the fidelity has been shown to decay exponentially, as

\[
F(t) \sim \exp(-\Lambda t)
\]

(3.26)

where \( \Lambda \) is the largest Lyapunov exponent in the classical manifold. While both linear response regimes show a decay rate that is proportional to \( x^2 \), within the nonperturbative regime, the fidelity has been shown [22–24] to be independent of the perturbation strength.
Linear Response and Random Matrix Theory

The linear response is about the correlation. The two operators $\hat{H}_0$ and $\hat{B}$ in the parametric Hamiltonians $\hat{H}_{1,2} = \hat{H}_0 \pm x \hat{B}$ can be modeled then with GOE matrices. The resulting correlator takes the form [25]

$$C(t) = \frac{t^2}{\nu} + \frac{t}{2} + \int_0^t d\tau \int_0^\tau d\tau' b_2(\tau')$$

(3.27)

where $\nu$ is the universality index and $b_2(t)$ is the two-point correlation factor, both introduced in the previous chapter. This gives the fidelity in a linear response to be

$$F(t) \sim \exp\left(- (2\pi x)^2 \left[ \frac{t^2}{\nu} + \frac{t}{2} + \int_0^t d\tau \int_0^\tau d\tau' b_2(\tau') \right] \right)$$

(3.28)

The RMT result of Eq.(3.28) has also been derived using field theoretical (supersymmetry) approaches.

3.3 Fidelity from Wavepacket Dynamics

3.3.1 The Local Density of States Kernel (LDoS)

A very useful way to determine the various perturbation borders, Eqs.(3.24, 3.25), is via the parametric analysis of the Local Density of States (LDoS). The main question asked is “How does a known unperturbed state couple and spread out
into the perturbed basis?" The local density of states is formally defined as

$$P(E|n) = \sum_m |\langle \phi_m | \phi^n_0 \rangle|^2 \delta(E - E_m)$$

(3.29)

with a kernel of

$$P_{nm} = |\langle \phi_m | \phi^n_0 \rangle|^2$$

(3.30)

This kernel can be seen as a matrix formed by the unitary basis transform matrices $Q_0, Q$ whose columns are the respective eigenvectors $\{|\phi^n_0\rangle, \{|\phi_m\rangle\}$, so that

$$P_{nm} = |(Q \cdot Q_0)_{nm}|^2$$

Averaging the kernel over a small energy window of unperturbed states gives the quantum LDoS lineshape

$$P(r) = \langle P_{nm} \rangle_E$$

(3.31)

The classical counterpart to this lineshape is found by integrating phase space over the perturbed/unperturbed isopotential surfaces

$$P_{cl}(E) = \int dq dp \rho_m(p, q) \rho_n(p, q)$$

(3.32)

where $\rho_m$ and $\rho_n$ are the Wigner functions of the states $|\phi^n_0\rangle$ and $|\phi_m\rangle$. If the two lineshapes of Eqs.(3.31, 3.32) are equivalent, one can then define a detailed QCC [26–28]. The behavior of $P(r)$ under perturbation theory shall dictate the three parametric regimes, but first, let us discuss how the LDoS kernel is manifest
in the fidelity.

### 3.3.2 Fidelity and the LDoS Kernel

Noting that if \( \hat{H}_1 = \hat{H}_2 + 2x\hat{B} \), we can treat \( \hat{H}_2 \) as an 'unperturbing' Hamiltonian and work in its basis - \( \hat{H}_1 \) can then be seen as a 'perturbing' Hamiltonian. This is easiest within the mathematics if the forward evolution removes the environmental effects, so that \( \hat{H}_2 = \hat{H}_0 \). Absorbing the factor of 2 into the perturbation strength, we can write

\[
F(t) = |f(t)|^2 = \left| \langle \psi_0 | \exp(-i\hat{H}_0 t/\hbar) \exp(i\hat{H}_1 t/\hbar) |\psi_0 \rangle \right|^2 \tag{3.33}
\]

Taking the fidelity amplitude and inserting completeness relations in the bases of \( \hat{H}_0 \) (which we will denote with a “(0)” superscript in the eigensolutions) and \( \hat{H}_1 \) (no superscript), we can evaluate the fidelity amplitude, \( f(t) \), as

\[
f(t) = \langle \psi_0 | \exp(-i\hat{H}_0 t/\hbar) \exp(i\hat{H}_1 t/\hbar) |\psi_0 \rangle \\
= \langle \psi_0 | \left( \sum_n |n^{(0)}\rangle \langle n^{(0)}| \right) \exp(-i\hat{H}_0 t/\hbar) \exp(i\hat{H}_1 t/\hbar) \left( \sum_m |m\rangle \langle m| \right) |\psi_0 \rangle \\
= \sum_{n,m} \langle m|\psi_0 \rangle \langle \psi_0 |n^{(0)}\rangle \langle n^{(0)}|m \rangle \exp(-i\omega_{nm} t) \tag{3.34}
\]
where $\omega_{nm} = (E_n^{(0)} - E_m)/\hbar$. Denoting the initial density matrix as $\hat{\rho} = |\psi_0\rangle\langle \psi_0|$ and inserting a second completeness where appropriate

$$f(t) = \sum_{n,m} \langle m|\hat{\rho}|n^{(0)}\rangle\langle n^{(0)}|m\rangle \exp(-i\omega_{nm}t)$$

$$= \sum_{n,m} \langle m|\left(\sum_k |k^{(0)}\rangle\langle k^{(0)}|\right)\hat{\rho}|n^{(0)}\rangle\langle n^{(0)}|m\rangle \exp(-i\omega_{nm}t)$$

$$= \sum_{n,m} \sum_k \rho_{kn} \langle m|k^{(0)}\rangle\langle n^{(0)}|m\rangle \exp(-i\omega_{nm}t) \quad (3.35)$$

We can now see the connection between fidelity and the kernel of the local density of states (LDoS), $P_{nm}$. For the LDoS between $\hat{H}_{0,1}$, the kernel is $P_{nm} = |\langle m|n^{(0)}\rangle|^2$. Let us denote the amplitude of the LDoS kernel as $T_{nm} = \langle n^{(0)}|m\rangle$. Contracting across the $k$ index yields

$$f(t) = \sum_{n,m} \left(\hat{T}^\dagger \cdot \hat{\rho}\right)_{nm} T_{nm} \exp(-i\omega_{nm}t) \quad (3.36)$$

The behavior of the fidelity - in particular, the plateau at $t \to \infty$ - is dependent on which initial state is chosen. There are two ‘extremes’ to the chosen initial states: (a) a random initial state, whose elements are drawn from a Gaussian distribution. This state has the largest Shannon entropy, i.e. it can contain the most information, (b) a pure initial state, which is an eigenstate of the unperturbed Hamiltonian. We consider these two extremes in later chapters. For the sake of discussion, let us simply choose a pure initial state. The density matrix for a pure state is an
identity matrix, so the fidelity amplitude in this case becomes

\[ f(t) = \sum_{n,m} T^*_m T_{nm} \exp(-i\omega_{nm} t) \]

\[ = \sum_{n,m} P_{nm} \exp(-i\omega_{nm} t) \quad (3.37) \]

For this initial state choice, the fidelity amplitude can then be seen to be directly related to the LDoS kernel - it is nothing more than a Fourier transform of the LDoS! Under the pure initial state choice, the fidelity in Eq. (3.33) becomes the survival probability

\[ P(t) = \left| \langle \psi_0 | \exp(i\hat{H}_1 t/\hbar) | \psi_0 \rangle \right|^2 \quad (3.38) \]

The difference between initial state choice appears in the density matrix of Eq. (3.36). Although this calculation is very specific to the initial condition that we have chosen, nevertheless it clearly shows the tight connection between the LDoS, survival probability and fidelity. We would like to remark once more that Eq. (3.36) is quite generic and is applicable, independent of the initial conditions. While this affects the long-term behavior of the fidelity, the short-term behavior (Gaussian/exponential decays) remain relatively unaffected. Therefore, we can use the LDoS kernel to investigate the borders of the three fidelity regimes.
3.3.3 Regimes of Fidelity: Revisited

From the previous discussion and specifically Eq. (3.36), it is clear that the borders of perturbation theory pertain in exactly the same manner in both the calculation of the LDoS and the one of fidelity. We give here an overview of the border results based on LDoS analysis [26–28]. Recall the three regimes of fidelity (standard perturbative, Wigner (FGR), nonperturbative) and the associated borders between them, $x_c, x_{prt}$. Using first-order perturbation theory (FOPT), we get for the perturbed state

$$|m⟩ \approx |m^{(0)}⟩ + x \sum_{k \neq m} |k^{(0)}⟩ \frac{B_{mk}}{E_m^{(0)} - E_k^{(0)}}$$  \hspace{1cm} (3.39)

Inserting into the LDoS yields

$$T_{nm} \approx ⟨n^{(0)}|m^{(0)}⟩ + x \sum_{k \neq m} ⟨n^{(0)}|k^{(0)}⟩ \frac{B_{mk}}{E_m^{(0)} - E_k^{(0)}}$$  \hspace{1cm} (3.40)

Therefore the LDoS kernel, to first-order, is

$$P_{nm} \approx P_{\text{FOPT}} = \begin{cases} 1; & n = m \\ x^2 |B_{nm}|^2 \frac{x^2}{|E_n^{(0)} - E_m^{(0)}|^2}; & n \neq m \end{cases}$$ \hspace{1cm} (3.41)

The above approximation fails to adequately capture the actual lineshape when the levels begin to mix beyond the mean level spacing - this is sketched in the left of Fig. (3.3). Within this regime, the majority of the LDoS is contained within
the initial unperturbed level. Imposing such requirement, one obtains a threshold on the perturbation strength

$$1 \approx \frac{x^2 \sigma_B^2}{\Delta^2} \rightarrow x_c \sim \frac{\Delta}{\sigma_B}$$  \hspace{1cm} (3.42)

where $\sigma_B = \langle |B_{nm}|^2 \rangle$ is the variance of $\hat{B}$ and $\Delta$ is the mean level spacing.

As the perturbation strength is increased, two regions are developed in the LDoS, a core region with a half-width given by $\Gamma$, and outer small tails, with the majority of occupying states within the core region. This is sketched in the middle of Fig. (3.3). The width factor $\Gamma$ arises in the approximation by taking the perturbation theory out to infinite order (PRT), and appears in the LDoS kernel approximation as

$$P_{nm} \approx P_{\text{PRT}} = \frac{x^2 |B_{nm}|^2}{\Gamma^2 + \left| E_n^{(0)} - E_m^{(0)} \right|^2}$$ \hspace{1cm} (3.43)

$\Gamma$ is technically found by imposing a normalization of $P_{\text{PRT}}$. Typically it was found that $\Gamma$ follows a Fermi-Golden-Rule behavior, i.e. $\Gamma \sim x^2 \sigma_B^2 / \Delta$.

The LDoS approximation in Eq.(3.43) fails when $\Gamma$ reaches the bandwidth $\Delta_b \gg \Delta$. At that point, the two separate core-tail regions merge, which is sketched in the right of Fig. (3.3). Equating the two relevant energy scales $\Gamma \sim \Delta_b$, one gets

$$1 \approx \frac{x^2 \sigma_B^2}{\Delta_b^2 + \Delta^2} \rightarrow x_{\text{prt}} \sim \frac{\Delta_b}{\sigma_B}$$ \hspace{1cm} (3.44)
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Figure (3.3): A sketch of the LDoS profile in the various regimes. On the left, the LDoS for the standard perturbative regime, $x < x_c$. In this case, only states within a mean level spacing (i.e. 'nearby') are occupied. In the middle, the LDoS for the Wigner (FGR) regime, $x_c < x < x_{prt}$. In this case, a core region with a width given by $\Gamma$ is flanked on either side by smaller contributing tails. The majority of occupied states occur within the width $\Gamma$. On the right, the LDoS for the nonperturbative regime, $x > x_{prt}$. In this case, most of the states are occupied, and the distinction between the core and tail regions begins to fail. The width $\Gamma$ in this case is typically larger than some finite bandwidth, $\Delta b$.

In practice, in order to evaluate the various perturbation limits, it was proposed in [28] to look at other moments of the LDoS. In particular, we can look at the energy dispersion and its perturbative approximations

$$\delta E = \sqrt{\sum_r r^2 P(r)} \quad (3.45)$$

$$\delta E_{FOPT} = \sqrt{\sum_r r^2 P_{FOPT}(r)} \quad (3.46)$$

$$\delta E_{PRT} = \sqrt{\sum_r r^2 P_{PRT}(r)} \quad (3.47)$$

in which $P(r)$ is the averaged LDoS lineshape discussed in the previous chapter. The point at which the perturbative approximations in Eqs.(3.46,3.47) deviate from the actual dispersion of Eq.(3.45) can also be used to quantify the perturba-
tive borders, $x_c, x_{prt}$. This is the approach that will be used heavily in Chapters 5 & 7.

3.4 Conclusion

We have introduced the measure of fidelity and its role in defining the stability of a system to external perturbations. A linear response approach to fidelity was shown, which gave an expression in terms of the correlator. Various decay laws were identified depending on the strength of the perturbation. The LRT analysis was shown to be parallel with the parametric LDoS analysis. A relation between fidelity and LDoS was finally established. Armed with these general results, we are now ready to analyze the fidelity decay for various models.
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...and I awoke, and faintly bouncing round the room, the echo of whomever spoke...

-Phish, Bouncing Around the Room

4.1 Physical Systems of Interest

In the past century, physics was mainly characterized by great advances in understanding the properties of one-particle systems. Recent experimental developments have drawn attention to the effects of many-particle systems, in particular to systems of interacting bosons on a lattice in which there is a competition between two mechanisms - boson-boson interactions and kinetic tunneling. The interplay between the two mechanisms is responsible for the chaotic motion. An-
alytically, relative populations/phases at each lattice site play the role of the DOF, and the total boson population and energy are the constants of motion - therefore, the chaotic condition of \(2d > k\) is easily met for relatively small lattices, making bosonic lattice systems an ideal study in complex behavior.

Out of all physical realizations of bosonic lattice systems, none hold as much promise as ultra-cold bosons loaded in optical lattices [29–31]. The lengthscale that characterizes a quantum particle (whether boson or fermion) is the *de Broglie thermal wavelength*

\[
\lambda_T = \sqrt{\frac{2\pi \hbar^2}{mk_B T}}
\]

where \(m\) is the particle mass, \(T\) is the system temperature, and \(k_B\) is the Boltzmann constant. At high temperatures, the quantum particles can be treated as classical particles, like billiard balls with a velocity and a mean separation distance of \(\delta r\). As temperature is lowered, we eventually consider the particles as quantum wavepackets, with a length of \(\lambda_T\). At the point where the spread of the quantum wavepacket scales as the classical mean separation, \(\lambda_T \sim \delta r\) (which happens at temperature \(T_c\)), the individual particle wavefunctions begin to overlap each other, creating one large shared macroscopic wave, called the *Bose-Einstein condensate*\(^\dagger\) (BEC) [32]. At \(T = 0\), all the particles are in the same ground state, giving a pure condensate. In order to reach the \(T_c\) regime, the system required multiple coolings. The first is laser cooling\(^\ddagger\), in which bosons ’shed’ kinetic energy

\(^\dagger\)The BEC ’gas’ picture presented above was first experimentally observed in gases of alkali atoms by Weiman, Cornell, & Ketterle in 1995 - earning the 2001 Nobel Prize in Physics.

\(^\ddagger\)The application of laser cooling in atomic boson condensation was also awarded the 1997 Nobel Prize in Physics, to Claude Cohen-Tannoudji, William Phillips, & Steven Chu.
to photons of incoming lasers [33]. This cools the gas temperature to hundreds of microkelvins, which is still above the critical point. The second cooling is an evaporative one, much like steam escaping from a hot maté, in which the particles are magnetically trapped, the potential is lowered slightly to allow the more energetic particles to escape, and the system equilibrates to a lower temperature. After applying this process several times, the system reaches the critical temperature (typically several nanokelvin) where condensate forms. The above creation of a condensate using atoms has become very popular, due to the ease of probing the condensate with optical methods, as well as the ease in creating trapping lattices with laser standing waves (“optical lattices”). Interactions between the bosons are also quite controllable optically, making BEC a viable avenue for quantum computation.

Besides ultra-cold atoms in optical lattices, other physical realizations of bosonic lattice systems abound. Phonons in lattice arrays are studied in coupled micro-mechanical cantilevers [34, 35], shown in Fig. (4.1a). Another phonon lattice example occurs in chemical physics where the phonons are the vibrational modes of intramolecular chemical bonds [36–41] shown in Fig. (4.1b). A last example is seen in arrays of superconducting Josephson junctions Fig. (4.1c), in which the boson is a Cooper-pairing of electrons in the superconductor [42–45].
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4.2 The Bose-Hubbard Hamiltonian (BHH)

The mathematical model that describes BEC in optical lattices - and also the boson systems presented in Fig.(4.1) - is the so-called **Bose-Hubbard Hamiltonian** [46], derived in Appendix B.3 as

$$\hat{H} = \sum_{i} \nu_i \hat{b}_i^\dagger \hat{b}_i + \frac{1}{2} \sum_{i} U_i \hat{b}_i^\dagger \hat{b}_i \hat{b}_i \hat{b}_i - \sum_{i,j=\pm 1} k_{ij} \hat{b}_i^\dagger \hat{b}_j$$  \hspace{1cm} (4.2)

where \( f \) is the number of lattice sites, \( \nu_i \) is the \( i \)th site’s potential depth, \( U_i = \frac{4\pi a_s \hbar^2}{m V_{\text{eff}}} \) is the boson-boson interaction strength, and \( k_{ij} \) is the tunneling strength of a particle between next-neighbor sites (which can be viewed as the kinetic portion of the Hamiltonian). Let us consider a special case of the BHH, in which the on-site potential terms vanish \( \nu_i = 0 \), and the tunneling rates/interaction strengths are constant \( k_{ij} \to k \), \( U_i \to U \). In the context of the Josephson junction arrays
from Fig. (4.1c), \( k \) is given by the Josephson energy \( E_J \), while \( U \) measures the Coulomb interaction of the charged bosons. In the context of intramolecular vibrations from Fig. (4.1b), \( k \) accounts for electromagnetic and mechanical couplings of adjacent atoms in the molecule, while \( U \) represents the anharmonic softening of the extending bonds. Using \( \hat{n}_i = \hat{b}_i^\dagger \hat{b}_i \) and \( [\hat{b}_i, \hat{b}_j^\dagger] = \delta_{ij} \) gives

\[
\hat{H} = \frac{U}{2} \sum_i \hat{n}_i (\hat{n}_i - 1) - k \sum_{i,j=i\pm1} \hat{b}_i^\dagger \hat{b}_j \quad (4.3)
\]

This equation is parametric with \( k \), so that the second sum in the equation plays the role of a perturbation operator. For the remainder of the chapter, Eq. (4.3) is the quantum Hamiltonian considered, since it is the 'minimum' chaotic model - i.e. there are two constants of motion (the number of bosons and the system energy). Under a Wannier basis, the number of DOF is \( f \) - the system is thusly chaotic for \( f > 2 \). We shall consider the minimal case, \( f = 3 \), called the 'trimer'.

### 4.2.1 Classical Limit of the BHH

Since we are interested in investigating fidelity decay in the semiclassical limit as well, we need to identify the classical limit of Eq. (4.3). Let us start by rescaling the annihilation/creation operators as

\[
\hat{c}_i = \frac{\hat{b}_i}{\sqrt{N}}, \quad \hat{c}_i^\dagger = \frac{\hat{b}_i^\dagger}{\sqrt{N}}, \quad [\hat{c}_i, \hat{c}_j^\dagger] = \frac{\delta_{ij}}{N}, \quad \hat{n}_i = \frac{\hat{n}_i}{N} \quad (4.4)
\]
It is clear to see that in the limit of $N \to \infty$, the commutator goes to zero. One can thusly define an effective $\hbar = N^{-1}$ and identify the classical limit with the $N \to \infty$ limit. After dividing Eq.(4.3) by $N$ and applying the above rescalings, we get

$$\mathcal{H} = \frac{\hat{H}}{N} = \frac{UN}{2} \sum_{i}^{f} \hat{n}_i (\hat{n}_i - 1) - k \sum_{i,j = i \pm 1}^{f} \hat{c}_i^{\dagger} \hat{c}_j \quad (4.5)$$

Next, we want to define the following scaling parameters

$$\tilde{U} = UN, \quad \lambda = \frac{k}{\tilde{U}} \quad (4.6)$$

Treating the creation/annihilation operators as $c$-numbers (which is appropriate in the $N \to \infty$ limit) and using the Heisenberg relations

$$\hat{c}_j \to I_j \exp(i \phi_j), \quad \hat{c}_j^{\dagger} \to I_j \exp(-i \phi_j) \quad (4.7)$$

where $I_j, \phi_j$ are classical action-angle variables in the ranges $I_j \in [0, 1], \phi_j \in [-\pi, \pi]$, one comes out with the following classical Hamiltonian

$$\tilde{\mathcal{H}} = \frac{1}{2} \sum_{i}^{3} I_i^2 - \lambda \sum_{i,j = i \pm 1}^{f} \sqrt{I_i I_j} \exp[-i(\phi_i - \phi_j)] \quad (4.8)$$

with a corresponding energy observable of $\tilde{E}$. From Eq.(4.8), the evolution can then be found from the HEOM discussed in Chapter 2, for a rescaled time $t \to$
\[\dot{U}t\]

\[
\begin{align*}
\frac{\partial \phi_i}{\partial t} &= I_i - \lambda \sum_j \sqrt{I_j} \cos(\phi_j - \phi_i) \\
\frac{\partial I_j}{\partial t} &= 2\lambda \sum_i \sqrt{I_i I_j} \sin(\phi_j - \phi_i)
\end{align*}
\] (4.9)

Therefore, it can be seen that $\lambda$ (alternatively $k$) controls the nonlinearity (and hence chaos) in the evolution [37, 47]. For $\lambda \to 0$, the system becomes a set of uncoupled oscillators. In the opposite limit $\lambda \to \infty$ the kinetic term dominates. Both limiting cases correspond to integrable classical dynamics. Chaos emerges instead for intermediate values of $\lambda$. One ought take note that the correct classical limit is achieved by $N \to \infty$, but at the same time keeping $\lambda$ constant [1,48].

### 4.3 Signatures of Chaos in the BHH

#### 4.3.1 Classical Phase Space

We start our analysis by a direct characterization of the classical phase space. In Fig.(4.2), we report representative Poincare plots resulting from the Hamiltonian, Eq.(4.8) for $\lambda = \{0.005, 0.05, 2\}$. We see that for the small and large values of $\lambda$, the phase space is integrable, while chaos appears for the intermediate value of $\lambda$-values.

Another view of the classical dynamics can be seen by considering the trajectories
Figure (4.2): Poincaré section in the plane $\phi_1 = \phi_3$ for the classical BHH, Eq. (4.8), with the action $I_3$ on the y-axis and the difference $\phi_2 - \phi_3$ (in units of $\pi$) on the x-axis. The three panels correspond to $\lambda = \{0.005, 0.05, 2\}$, from left to right. The system parameters used were $\tilde{E} = 0.2, N = 230, \tilde{U} = 280, f = 3$. Figure taken from [48].

in individual sites. In Fig. (4.3), a single trajectory is plotted as $I_i \cos(\phi_i)$ vs. $I_i \sin(\phi_i)$, which gives a ‘polar’ image of the evolution. In this view, if all particles are contained in a single site, the trajectories all fall along the perimeter of a unit circle. For $N = 230, \tilde{U} = 280, \lambda = 0.054$, we plot the trajectories for three different energies: $\tilde{E} = 0.26$ for chaotic dynamics, $\tilde{E} = 0.06$ for a configuration close to the lower edge of the spectrum, and $\tilde{E} = 0.39$ close to the higher spectral band edge. For $\tilde{E} = 0.26$, the trajectories are seen as fairly ergodic. The lower energy trajectory behavior approaches nearly closed shells with the same radius for all three sites - an equipartitioned ground state. The higher energy trajectory approaches a single site closed shell, a phenomenon called ‘self-trapping’ which will be further discussed later in the chapter.
4.3.2 Power Spectra of a Generalized Force

As discussed in Chapter 2, another measure of chaoticity is related with the structure of the power spectrum of a generalized force. In our case, we will assume that the unperturbed Hamiltonian is given by Eq.(4.8), while as perturbation we will consider a small change in the coupling term, $\lambda$. The classical fluctuator is given by

$$\mathcal{F} = -\frac{\partial \tilde{H}}{\partial \lambda} = \sum_{i,j=\pm 1} \sqrt{T_i T_j} \exp(\phi_j - \phi_i)$$

(4.10)
One can define a rescaled generalized force correlation which takes the form

\[ C(\tau) \rightarrow \frac{N^2}{U} \tilde{C}(\tau) \]  

(4.11)

and consequently we have a rescaled power spectrum of

\[ C(\omega) \rightarrow \frac{N^2}{U} \tilde{C}(\omega) \]  

(4.12)

Representative power spectra are shown in Fig.(4.4) for various energies. Note that as energy is increased, the power spectrum becomes more peaked, representative of an integrable system. This is consistent with the previous results of Fig.(4.3). Furthermore, based on the QCC relation about the classical power spectrum and the quantum bandprofile, Eq.(2.13), we have

\[ \tilde{C}(\omega) = \frac{2\pi}{\Delta N^2} \left\langle |B_{jk}|^2 \right\rangle \]  

(4.13)

where we have used \( g(E) = \Delta^{-1} \) for unfolded spectra. The comparison between the classical power spectrum and the quantum bandprofile are also reported in Fig.(4.4), in which a fair agreement is evident.

Two important features are manifest in the spectra. First, there is the presence of a finite bandwidth \( \omega_c \), as previously discussed for chaotic systems. The limits of the figure correspond to this bandwidth, which is mirrored in the banded quantum perturbation matrix’s bandwidth of \( \Delta_b \), as shown in Fig. (4.5). Secondly, the spectra is not flat, but exhibit distinct structures within the bandwidth \( \Delta_b \). In
Figure (4.4): Classical correlation spectra (solid blue) and the rescaled quantum bandprofile (dashed black) for the energies $\tilde{E} = 0.06, 0.26, 0.39$, from top to bottom respectively. The limits of $\omega$ correspond to the classical bandwidth $\omega_c$, while the vertical dashed lines correspond to the lobe position at $\omega_{echo}$, which moves outward as the energy increases.

In particular, note the appearance of side lobes in the spectra at $\omega_{echo}$, which are marked in Fig. (4.4) by vertical dashed lines, whose position moves to higher frequencies as the energy is increased. These lobes produce oscillations in the generalized force correlations and are related to a novel behavior in the fidelity.
4.3.3 Level Spacing Distributions

A popular measure used in quantum chaos studies is the level spacing distribution $P(s)$. Within Chapter 2, we discussed the predictions of RMT for chaotic and integrable systems, as far as this quantity is concerned. By utilizing its study, we will be able to identify $\lambda$ regimes where chaotic dynamics sets in. We fit our numerical data of $P(s)$ with the Brody distribution

$$P_q(s) = (1 + q) \beta s^q \exp\left(-\beta s^{1+q}\right), \tag{4.14}$$

where

$$\beta = \Gamma^{2+q}\left(\frac{2 + q}{1 + q}\right)$$

in which the parameter $q$ takes values in the range $[0, 1]$. Specifically, for $q = 0$ the Brody distribution collapses to a Poissonian, while for $q = 1$ we get the GOE.
result. Fig. (4.6) illustrates the resulting $P(s)$ for various values of $\lambda$ for the BHH. From the fit, we are able to extract the repulsion parameter $q$. An overview of $q$ vs. the control parameter $\lambda$ is shown in Fig. (4.7) in which the level spacing distributions of the quantum BHH, Eq. (4.3), are fit to the Brody distribution, Eq. (4.14), for various $\lambda$.

**Figure (4.6):** Level spacing distributions for $\lambda = 0.025, 0.05, 0.35$ ($k = 7, 14.5, 100$), from left to right. The red (dashed-dotted) curve is the Poissonian distribution (integrable), while the blue (dashed) curve is the Wigner distribution (chaotic). The green (solid) curve is the best fit of the data to the Brody distribution, Eq (4.14), with the a resulting fit parameter of $q = 0.032, 0.81, 0.08$, respectively from left to right. The numerics were performed with the following additional system parameters $\tilde{E} = 0.26$, $N = 230$, $\tilde{U} = 280$. Figure taken from [48].

**Figure (4.7):** Brody fitting parameter as a function of $\lambda$. The values of $0.04 < \lambda < 0.2$ have $q \sim 1$, suggesting chaotic dynamics for these coupling strengths. Figure taken from [48].
4.4 Quantum Fidelity in the BHH

In the remainder of the chapter, we will discuss our findings on the fidelity decay of a system described by the BHH (like cold atoms in an optical lattice), that is subject to perturbations of the coupling \( k \rightarrow k_0 \pm \delta k \). In the context of optical lattices, this perturbation is achieved by adjusting the intensity of the laser beams that create the lattice. The Hamiltonian of the unperturbed system is

\[
\hat{H}_0 = \frac{U}{2} \sum_i \hat{n}_i (\hat{n}_i - 1) - k_0 \sum_{i,j = i \pm 1} \hat{b}_i \hat{b}_j
\]  

(4.15)

The fidelity is calculated with the evolutions from the two Hamiltonians \( \hat{H}_1,2 = \hat{H}_0 \pm \delta k \cdot \hat{B} \), where the perturbation is

\[
\hat{B} = \sum_{i,j = i \pm 1} \hat{b}_i \hat{b}_j
\]  

(4.16)

This perturbation is similar to a change in momentum. The fidelity of such perturbations was investigated in [49], where it was found that fidelity freezes at a finite value, provided the momentum change is small enough.

As previously mentioned, we will focus on the trimer, \( f = 3 \). This is the minimum BHH model that contains all generic ingredients of large BHH lattice\(^\dagger\), so the trimer is often used as a prototype model [51–53]. The main fidelity overview is shown in Fig.(4.8), where the fidelity is a surface function of both time and

\(^\dagger\)This should be contrasted a recent work [50] on a kicked (non-autonomous) dimeric BEC. Without the kicking the dynamics is integrable.
various perturbation strengths $\delta k$.

**Figure (4.8):** Parametric evolution of the quantum fidelity for a range of perturbation strengths $\delta k$. The initial state is taken to be an eigenstate of $H_0$ with energy $E = 0.26$. The appearance of periodic revivals at multiples of $t_{echo}$ is observed. The revivals occur at much less than the Heisenberg time, $t_H = \hbar/\Delta \sim 0.55$.

In Fig.(4.9), the middle panel shows ‘slices’ through Fig.(4.8) for different $\delta k$. The other two panels are likewise, but for different energies. In all figures, the striking novel behavior (in contrast to [50]) is the appearance of echoes at multiples of $t_{echo}$. We shall analyze the energy landscape of the perturbation operator, in order to identify $t_{echo}$ and control echo efficiency by appropriate choice of the initial
Figure (4.9): Quantum fidelities for various parameters. The three panels correspond to the energies of $\tilde{E} = 0.06, 0.26, 0.39$, from top to bottom respectively. The three curves in each panel correspond to: dash-dotted black line - standard perturbative regime, dashed red line - Wigner (FGR) regime, and solid blue line - nonperturbative regime (see following section for discussion on the three regimes). The respective numerical values are $\delta k = 0.1, 0.5, 2.5$ in the upper two panels, and $\delta k = 0.5, 2.5, 7.5$ for the lower panel. The initial preparation is an eigenstate of $\hat{H}_0$. The red dashed vertical lines correspond to $t_{echo}$.

preparation. We shall see for moderate perturbations $\delta k$, an 'improved' RMT modeling - which incorporates the semiclassical structures of the perturbation operator - can reproduce the echoes, while for larger perturbations we will rely on semiclassical considerations. We will show that the trajectories leading to the fidelity echoes becomes more abundant at high energies, in contrast to recent experimental results on echo spectroscopy of atoms in atom-optics billiards [54–56]
where the echoes do not survive in the strong perturbation limit. Our analysis will show this is due to self-trapping phenomena [57,58], reflecting a generic property of interacting bosons loaded on a lattice.

4.4.1 Transient Analysis: Verification of the Three Regimes

As a quick review, recall for small perturbations in a chaotic system, we can apply the linear response approximation for fidelity seen in Chapter 3

\[
F(t) \approx 1 - 2 \delta k C(t) \approx \exp[-2 \delta k C(t)]
\] (4.17)

where the integrated correlation is \( C(t) = \int_0^t d\tau \int_0^t d\tau' C(\tau - \tau') \). This implies a short-time Gaussian decay (the so-called 'Zeno' decay) of

\[
F(t) \approx \exp\left[8 C(0) (\delta k \cdot t)^2\right] \approx \exp\left[-(\gamma_Z t)^2\right]
\] (4.18)

which further evolves into one of the following two behaviors

\[
F(t) \approx \exp\left[-(\gamma_g t)^2\right] ; \quad \delta k < \delta k_{qm}
\]

\[
F(t) \approx \exp\left[-\gamma_e t\right] ; \quad \delta k_{qm} < \delta k < \delta k_{prt}
\] (4.19)

depending in which regime the perturbation rests. The perturbative borders separating the above behaviors are found (via the LDoS analysis of Chapter 3 [48])
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as

\[ \delta k_{qm} \sim \Delta / \sigma_B \propto \frac{\tilde{U}}{N^{1/2}} \quad (4.20) \]
\[ \delta k_{prt} \sim \Delta_b / \sigma_B \propto \frac{\tilde{U}}{N} \quad (4.21) \]

From Eqs. (3.17, 3.23, 4.18), we have an expectation for the decay rate’s perturbation strength dependency of

\[ \gamma_Z \sim \delta k^2, \quad \gamma_g \sim \delta k, \quad \gamma_e \sim \delta k^2 \quad (4.22) \]

As a first step, we wish to verify some of these dependencies. In the transient region of \( t < 0.02 \), well before the occurrence of the first revival, we look at the fidelity decay for varying perturbation strengths\(^1\) in the region \( \delta k > \delta k_{qm} \). We then fit the transient decay of the numerical fidelities [like those in Fig.(4.9)] to the curves in Eqs.(4.19), treating the decay rates as fitting parameters. In Fig.(4.10a), the Wigner (FGR) regime is investigated. Both the initial Zeno decay and the exponential decay recover the expectations of Eq.(4.22), as evidenced by the dashed line of slope 2.

For very strong perturbations \( \delta k > \delta k_{prt} \), we enter the non-perturbative (semiclassical) regime. Identification of the non-perturbative regime with the semiclassical limit can be seen for \( N \gg 1 \), as \( \delta k_{prt} \sim \tilde{U} / N \rightarrow 0 \), for a constant \( \tilde{U} \) [47]. Any fixed

\(^1\)Using the system parameters of \( N = 230, \tilde{U} = 280 \) gives numerical perturbative borders of \( \delta k_{qm} \sim 0.08 \) and \( \delta k_{prt} \sim 1.22 \), as well as an upper limit of \( \delta k_{cl} \sim 20 \). These will be the borders used throughout the remainder of the chapter.
perturbation $\delta k$, eventually yields $\delta k \gg \delta k_{\text{prt}}$, for a large number of bosons. In this regime the fidelity behaves independently of the perturbative strength

$$F(t) \approx \exp[-\Lambda t]; \quad \delta k_{\text{prt}} < \delta k$$

(4.23)

where $\Lambda$ is the maximal Lyapunov exponent associated with the underlying chaotic classical dynamics. As the perturbation strength increases into the semiclassical regime, the transient behavior changes. First, an initial exponential decay results from energy surface deformations of width $\delta E$, which is the difference between $\hat{H}_0$ and $\hat{H}_{1,2}$ - thus, $\delta E \sim \gamma_1 \sim \delta k$.

**Figure (4.10):** Transient decay rates of the fidelity, for an initial eigenstate of $\hat{H}_0$, and an energy in the chaotic regime, $\tilde{E} = 0.26$. In (a), small perturbations in the Wigner regime display an initial Zeno decay (circles) followed by an exponential decay (diamonds). The dashed line shows the scaling $\propto \delta k^2$, verifying the expectation of Eq.(4.22). In (b), larger perturbations in the semiclassical regime show a rate scaling of $\propto \delta k$, followed by a second similar rate scaling, up to a classical Lyapunov rate. The inset in (b) shows a decay example for $\delta k = 2.5$. 

(a) Decay rates for Wigner regime, $\delta k < \delta k_{\text{prt}}$  
(b) Decay rates for semiclassical regime, $\delta k > \delta k_{\text{prt}}$
Once the energy shell from the deformations is fully explored, a further decay rate of $\gamma_2$ is bounded by classical dynamics, with a rate given by a constant $\Lambda$. A representative decay and fit is shown in the inset of Fig.(4.10b). The scaling of $\gamma_{1,2}$ with the perturbation strength is shown in the main portion. The dashed lines again show a scaling, but now for $\gamma_{1,2} \sim \delta k$. The dotted-dashed line shows the maximal Lyapunov exponent, reached for large perturbations.

### 4.4.2 Fidelity Revivals

As pointed out, the interesting feature in our calculations is the appearance of echo revivals at multiples of a characteristic time, $t_{echo}$ [see Figs.(4.8, 4.9)]. In order to gain some insight, we return to the perturbation matrix $\hat{B}$ which generates the dynamics. In Figs.(4.4), the band-profile (dashed line) is not flat, but exhibits pronounced structures within the bandwidth $\Delta_b$. Additionally, there exist side-bands whose position $\omega_{echo}$ increases as we increase the energy $\tilde{E}$. As a result the correlator in the linear response approximation, Eq.(4.17), oscillates. This leads to strong fidelity echoes at the multiples of the characteristic time, $t_{echo} = 2\pi/\omega_{echo}$. These echoes are different from the standard mesoscopic echoes at the Heisenberg time $t_H = \Delta^{-1}$, seen in quantum systems with chaotic classical dynamics [59–62]. The revivals are related instead to non-universal structures which dominate the band-profile of the perturbation matrix and are the fingerprints of the lattice confinement.

The revivals can additionally gain understanding from the linear response, where
the LDoS core\textsuperscript{†} has a width of $\Gamma$. For times $\leq \Gamma^{-1}$ the core is largely preserved, and the fidelity will display revivals at the point when the spectral sidelobes have gained a phase of $2\pi$. The revival ‘efficiency’ (the height of the peak) is also observed to increase as the energy is increased - a point we will return to in the context of self-trapping.

### 4.4.3 Classical Fidelity

To further understand the origin of the echoes observed for the BHH model, in $\delta k > \delta k_{\text{prt}}$, we will employ semiclassical considerations. In the nonperturbative (semiclassical) regime, a comparison is shown in Fig.(4.11) between the quantum calculations and the classical fidelity

$$F_{cl}(t) = \int_{\Omega} dqdp \varrho_{-\delta k}(q, p; t) \varrho_{+\delta k}(q, p; t)$$

(4.24)

where $\varrho_{\pm \delta k}$ is the classical density function evolved under $\hat{H}(k_0 \pm \delta k)$, and the integration is performed over the complete phase space $\Omega$. The quantum and classical calculations agree quite well, as far as the echoes are concerned, although for small times a discrepancy in the decay is observed between $F(t)$ and $F_{cl}(t)$.

\textsuperscript{†}An excellent review of LDoS analysis of the BHH is given in [48].
4.4.4 Self-Trapping

The classical trajectories that contribute to the ensemble average of the fidelity are those that - after evolving forward in time with $\tilde{H}_1$ and then backwards in time with $\tilde{H}_2$ - return to the neighborhood of their initial position. Since $\tilde{H}_{1,2}$ differ in the coupling between nearby wells, those classical trajectories that do not jump between wells will not feel the difference in the coupling terms. Therefore they retrace their forward propagation backwards in time, causing the action integral to vanish. These trajectories thus give a perfect contribution to the revival signal. Such trajectories are associated with energies at the upper edge of the quantum spectrum, as seen in Fig.(4.3) for $\tilde{E} = 0.39$, in which the radius can be viewed as the number of bosons in a given well. This phenomenon is known as “self-trapping” [57,63,64].

Self-trapping dynamics are largely integrable, in that the only term that strongly participates in the Hamiltonian is the onsite interactions - bosons that do not tunnel from a lattice site simply do not feel any perturbation to the lattice. The classical fidelity’s transient decay for integrable systems no longer follows the Lyapunov exponential transient decay seen for chaotic systems. Rather the classical decay behaves in a power law fashion [65]

$$F_{cl}(t) \sim t^{-d_{eff}}$$

in which $d_{eff}$ is the effective dimension of the system. In the case of the trimer
BHH model, Eq. (4.8), we have a six-dimensional phase space with two constants of motion (the total number of particles $N$ and the energy $\tilde{E}$), thus $d_{eff} = 2$. However, in the high energy regime, the dynamics are largely dictated by self-trapping phenomena, leading to localization of particles in one site. In this case, the effective dimensionality of the system described by Eq. (4.8) becomes $d_{eff} = 1$.

![Figure (4.11):](image)

**Figure (4.11):** For a self-trapping energy regime (here $\tilde{E} = 0.39$), a power law fit on the transient decay for both quantum and classical fidelities. The dashed lines correspond to the best fits, with $t^{-1.46}$ (upper line), and $t^{-0.99}$ (lower line).

The quantum fidelity, on the other hand, behaves in an anomalous fashion [66],
decaying faster than the classical fidelity as

$$F(t) \sim t^{-3d_{eff}/2}$$ (4.26)

For the trimer, the transient decay in the self-trapping energy regime (upper spectral edge) should then classically behave as $F_{cl}(t) \sim t^{-1}$, and as $F(t) \sim t^{-1.5}$ in the quantum realm. This is verified in Fig. (4.11), in which a power law fit of the classical/quantum transient decays is performed, and presented as dashed lines (offset from the decays for visual clarity). The fitting parameter (power exponent) displays $F(t) \sim t^{-1.46}$ and $F_{cl}(t) \sim t^{-0.99}$, indeed verifying the expectations in Eqs.(4.25,4.26).

As the energy is increased, the revival efficiency also becomes much stronger, to the point that one may see complete revivals (efficiency of $\sim 1$). This is shown in the upper panel of Fig. (4.12), in which an almost complete revival is displayed for the quantum case. The discrepancy between the quantum and classical fidelities is due to a limited number of numerical averagings. The lower panel displays the normalized classical occupation (percentage of bosons) in the first lattice site, corresponding to the action variable $I_1(t)$. The effect of self-trapping is clearly seen then - very small periodic fluctuations in the self-trapped occupation have the same periodicity as the revivals.
Figure (4.12): In the upper panel, fidelity in the strong self-trapping regime $\tilde{E} = 0.5$, for semiclassical perturbations of $\delta k = 7.5$. The mismatch between quantum and classical is due to low number of averagings; regardless, the strength of the echo efficiency can still be seen. In the lower panel, the occupation of the first site is shown to periodically fluctuate over time, with a periodicity matching that of the fidelity revivals.

4.5 Initial States & Bandstructure in the BHH

4.5.1 Initial States

The existence of revivals raises the question whether they are related to a specific initial state. In Fig.(4.13), the initial state is taken as either an eigenstate of $\hat{H}_0$ with energy $\tilde{E}$, or a Gaussian superposition of eigenstates centered on $\tilde{E}$ with a
width of $\sigma_G^2$. For large widths of the Gaussian state, such that the participating eigenstates of $H_0$ span an energy window in which the bandprofile of $\hat{B}$ is not constant, echo-efficiency is suppressed due to destructive interferences resulting from states located at parts of the spectrum where the band-structure varies. For small widths of the Gaussian state, the fidelity revivals last for $\delta k \leq \delta k_{\text{prt}}$, shown in the left panel of Fig.(4.13), in agreement with band-structure as a cause for revivals.

**Figure (4.13):** The fidelity for $\tilde{E} = 0.26$ for eigenstates of $\hat{H}_0$ (black line), and a Gaussian superposition of eigenstates centered around $\tilde{E} = 0.26$ for three widths $\sigma_G^2 = 1$ (red dashed), $\sigma_G^2 = 10$ (blue dashed-dotted), and $\sigma_G^2 = 100$ (green dotted-double dashed). It is seen that the revival efficiency is decreased for both the perturbative regime (left panel), and much more so for the semiclassical regime (right panel).

Larger widths display the destructive interference that destroys revivals. In the semi-classical regime, $\delta k > \delta k_{\text{prt}}$, the revival efficiency is much more sensitive to the initial preparation, and the interference effect becomes much more pronounced, as shown in the right panel of Fig.(4.13).
4.5.2 Bandstructure

The importance of the structural bandprofile seen in Fig. (4.4), for the development of revivals is investigated by evaluating the fidelity decay $F(t)$ using an improved RMT (IRMT) model [27,28,67].

Figure (4.14): Comparison between the BHH fidelity (solid line) and that of an Improved Random Matrix Theory (IRMT) model which maintains the same bandstructure as the BHH fidelity (dotted-dashed line). The inset and upper curve are for the perturbative regime ($\delta k = 0.05$), the middle curve is for the Wigner regime ($\delta k = 0.5$), and the lower curve is for the semiclassical regime ($\delta k = 2.5$). It is seen that the IRMT model indistinguishably mimics the standard perturbative regime, and is somewhat similar to the Wigner regime - especially in the reproduction of the fidelity revivals. However, the IRMT model fails to accurately coincide with the semiclassical regime.
In contrast to the traditional Gaussian RMT models discussed in Chapter 3, where the bandprofile is constant within the bandwidth, the IRMT model maintains the same bandstructure as the BHH - however, the randomness is placed on the signs of the elements, in order to address (i.e. break) the correlations seen in linear response theory. In Fig.(4.14) the results are presented. An agreement with the BHH fidelity for both the perturbative regime and the Wigner regime is evident. However, the improved RMT modeling cannot describe the quantum results in the semiclassical regime. Here the revivals are related to higher-order correlations, beyond the autocorrelation function $C(\tau)$ that determines the bandprofile.

### 4.6 Experimental Observation of Fidelity Revival

As a closing, it is always nice for a theoretician to think experimentally. Experimental research by Nir Davidson’s group at the Weizmann Institute probed stability and correlations of bosons [54,56] within a single optical well via microwave spectroscopy. In particular, they load $^{85}\text{Rb}$ atoms into an 'optical wedge', formed by two crossed and slightly detuned laser sheets, as shown in the left column of Fig. (4.15). The atoms are confined in the wedge by gravity and a dipole interaction (inversely proportional to the detuning) with the lasers. The dynamics of the system are controlled by the wedge angle - a narrower angle results in 'less' chaos, as shown by the appearance of stable islands in a Poincaré section, the middle column of Fig. (4.15).
Figure (4.15): An experimental version of fidelity for bosons in an optical well. The two rows correspond to two different angles in the light wedge trap (CCD imaged in the left column), which controls the chaos of the system (middle column). A series of microwave pulses forces the upper Zeeman state to fluoresce, and the populations can then be measured over time (right column). The fidelity of the system is related to the Zeeman occupation by $F(t) = 1 - 2P_\uparrow(t)$. Revivals (dips in $P_\uparrow$) are observed, and are stronger in the less chaotic system. Increasing the perturbation strength results in decreasing the revivals.

The rubidium atoms can be in one of two hyperfine Zeeman states ($\uparrow$, $\downarrow$) and are initially prepared in the $\downarrow$ state. A microwave pulse first places the atoms into a coherent superposition of the Zeeman states, and after the system is allowed to interact with the dipole and gravitational potentials, a series of microwave pulses forces the $\uparrow$ states to fluoresce, which is easily detected at different times, and the occupation of the $\uparrow$ states is measured, $P_\uparrow(t)$. The perturbation to the system is done by changing the detuning between the sheets, which affects the dipole
potential only.

The resulting occupation can be related to the fidelity as \( F(t) = 1 - 2P_\uparrow(t) \), and is shown in the right column of Fig. (4.15). The behavior of the fidelity revivals [dips in \( P_\uparrow(t) \)] opposes that seen in this chapter twofold: by increasing the chaos the revival efficiency is lowered, and stronger perturbations attenuate the revival efficiency. However, it should be noted that this experimental system is for 'hot' atoms (\( T = 20 \mu K \) as opposed to \( \sim 100 n K \)), so there is no Bose-Einstein condensation - therefore there is no nonlinear boson-boson interactions, and the system Hamiltonian is very different from the BHH. Regardless, it is a start to an experimental realization of fidelity for the BHH, provided multiple coupled optical wedges can be made and the system can be cooled to condensate temperatures.

4.7 Conclusion

In this chapter, the fidelity of a trimeric Bose-Hubbard Hamiltonian has been addressed, and a novel feature observed in the form of fidelity revivals at a period of \( t_{echo} \), which is related to positions of sidelobes at \( \omega_{echo} \) in the bandprofiles. By varying the energies and initial states, it has been shown that the echo efficiency can be engineered. For small perturbations an improved random matrix model can reproduce these revivals, while at large perturbations in the semiclassical limit, the classical fidelity can be used. For energies at the upper edge of the band,
trajectories trapped within a site become more prevalent, and self-trapping occurs, giving very high efficiency in the fidelity revival. For lesser energies, the revival behavior is somewhat counterintuitive, but can be understood from linear response theory, Eq. (3.12) - in that more chaos yields faster decays in the correlations, thereby increasing the fidelity. Additionally from LRT, an increase in perturbation strength increases the revival - in contrast to previous experimental work with hot atoms in a single chaotic trap. Lastly, while we have only discussed the trimer, as it is the 'minimum' chaos model, our findings in this chapter (fidelity revivals related to bandprofile sidelobes, bandprofile structure, self-trapping phenomena, and initial preparations) are expected to hold as well for larger lattices, $f > 3$. It is our hope that the theoretical studies of this chapter can further be used to engineer coherences within real, experimental physical systems.
In this chapter we investigate theoretically the wave interference phenomenon of Anderson localization by analyzing the echo dynamics due to small perturbations, \textit{i.e.} the fidelity. We use a theoretical approach based on random matrix theory that has effectively modeled localized systems. Specifically, within the standard perturbative regime we show for localized modes a novel fidelity decay behavior, in which the inverse participation number that characterizes the localization appears directly in the fidelity’s decay rate - an obvious difference from the Gaussian decay expected for diffusive or chaotic systems. While the scope of this chapter is largely theoretical, an experimental verification of our theoretical results is presented.
in the following chapter, for a quasi-1D microwave cavity filled with randomly distributed scatterers.

This chapter is presented in the following manner. We will first discuss the phenomenon of Anderson localization, and then describe recent experimental evidence of the phenomenon. The Hamiltonian used to model Anderson localization is presented to motivate two pertinent measures: the characteristic localization length and the inverse participation number. We shall follow this with a discussion of a particular random matrix that captures both the previous two measures and the statistical properties of localized systems. An analytical derivation is then given for the fidelity of localized modes, within both perturbative regimes, using the statistical properties of the proposed random matrix. We conclude the chapter by a comparison of numerical fidelity calculations using RMT to both our new analytical result and the traditional Gaussian decay.

### 5.1 Anderson Localization

In a 1958 seminal paper [68], Phillip Anderson introduced a perturbative approach to electron transport in a crystalline lattice, in which the uncoupled sites of the lattice are the ‘unperturbed’ system, and the coupling between sites was treated as the perturbation. He then introduced a disordered arrangement of the uncoupled sites, and showed for large values of the ratio of the on-site disorder strength and the coupling strength, the return probability of the electron Bloch wave from a
given initial site converges to a non-zero value. This conclusion was in contrast with the (naive) classical (diffusive) picture which was assuming that a particle in a random potential will perform a random walk and therefore its survival probability will decay to zero, in a fashion $\propto t^{-\frac{1}{2}}$. Such a picture gave an Ohmic decay\(^\dagger\) for the conductance, while Anderson’s calculations indicated that conductance decays exponentially fast with the system size. This unexpected, exponential halt of propagation was later termed *Anderson localization* and during the last half of the century, has become one of the most fascinating subjects, with applications to various branches of physics [69]. Anderson localization was originally discussed in the frame of electron propagation, although at the beginning of the 70s it was realized that Anderson localization is a phenomenon based on destructive wave interferences [70]. As such, it ought to be observable in any system of a wave nature, irrespective if the wave system is classical or quantum. It turned out, in fact, that Anderson localization within electronic systems is extremely difficult to observe, due to electron-electron or electron-phonon interactions which cause the waves to decohere quickly. A much more promising experimental avenue in observation of Anderson localization is via photonic systems. Optical localization is governed by the Ioffe-Regel criterion [71]

$$\frac{\lambda}{l_m} \sim 1 \quad (5.1)$$

\(^\dagger\)As a reminder, Ohmic conductance decay is $\sigma \sim L^{-1}$, where $\sigma$ is the conductance (inverse resistance), and $L$ is the system length (wire length).
in which a mean free path of $l_m$ (i.e. the average distance between two scattering events) is on the same order of the radiation wavelength, $\lambda$. The precursor to complete Anderson localization is termed weak localization, and is governed by the condition $\lambda/l_m \ll 1$. Weak localization is illustrated in Fig.(5.1). Optical weak localization is accompanied by an enhanced backscattering of light, but nevertheless, weak localization is a perturbative effect to the classical diffusive picture. In the Anderson localized regime, there is an exponential decrease in the conductance as the sample thickness increases. The medium therefore effectively undergoes a phase transition, passing from the macroscopically diffusive regime to the localized regime. Localization can therefore be characterized by two quantities: the disorder strength (present in $l_m$), and the wavelength.

Localization remained largely theoretical for several years. It was shown to exist for all disordered one-dimensional (1D) systems, and also within 2D systems, in which a single parameter scaling theory \cite{72} was developed; the single parameter being a dimensionless conductance (the Thouless conductance) of

$$g(N) = \delta E_{Th}/\Delta,$$  

(5.2)

de dependent on the system size, $N$. Above, $\Delta$ is the mean level spacing, and the variable $\delta E_{Th}$ is the Thouless energy - defined as the geometric mean of energy level fluctuations that occur when boundary conditions are changed between periodic & anti-periodic. The scaling of this parameter then was found to have a
Figure (5.1): Weak localization due to multiple scattering. A wave source at point $A$ is placed in a field of random scatterers, represented by black circles. The wave propagates along random paths, of which many may return to the initial point $A$. For a given propagation path, there are actually two opposing directions which the propagation can travel along, shown by the arrows in the paths. The phases of the wave gained during the propagation is the same for both directions - therefore the two directions constructively interfere to give a higher probability of the wave at $A$, as opposed to random paths that are dispersed throughout the sample. This effectively lowers the mean free path of the wave. With the addition of more scatterers, these closed paths 'tighten up' - and one can observe the wave eventually becoming trapped within the scatterers. This occurs where the separation between the scatterers is much less than the wavelength, $\lambda/l_m \ll 1$.

differential behavior of
\[
\frac{d \ln g}{d \ln N} = \beta(g) \tag{5.3}
\]

In $d > 2$ systems, the above scaling theory allows localization above some critical disorder strength - leading to a metal-insulator phase transition and critical states [73]. This case will be discussed further in Chapter 7, but here we shall limit the discussion to localized and diffusive systems that are strictly 1D/quasi-1D.

The wave nature of localization has drawn interest in the past two decades, par-
particularly its application to classical waves. Despite enormous efforts by various research groups in measuring Anderson localization, it took nearly 40 years to observe localization phenomena beyond any doubt. A decisive step done was the use of classical wave systems, such as optics and microwave experiments, which allow a detailed study of the Anderson localization, undisturbed by the previously-mentioned interaction effects that plague electron propagation. Initial experiments in observing photon localization [74] faced the problem of separating localization from absorption, which acts as an additional source of exponential decay in electromagnetic wave propagation. A solution to the absorption problem was proposed [75–77] in the study of the relative size of fluctuations of certain transmission quantities. Clear evidence of localization in a 'quasi-1D'† microwave waveguide‡ with randomly distributed dielectric or metallic spheres was found [75–77]. This powerful approach however does not allow a transport view from dynamical perspectives, nor does it make a direct contact with the original ideas of Anderson theory, which suggest probing localization by means of the sensitivity of the system properties against small perturbations [78]. It was this suggestion that led our focus to the sensitivity of wave dynamics to external perturbations, *i.e.* fidelity, as a possible localization probe.

†'Quasi-1D' systems are two or three dimensional systems in which only one of the dimensions (width, length, height) is larger than the wavelength, and therefore wave propagation is confined along the largest dimension.
‡A similar microwave waveguide system will be used in the next chapter.
5.2 Recent Experiments on Anderson Localization

Figs. (5.2-5.4) display three representative experimental localized observations in classical systems. In Fig. (5.2), a disordered system is created [79] by brazing together into a long cylindrical geometry metal spheres that are randomly arranged, seen inset. The cylinder is then lowered into a tank of water. A small ultrasonic transducer is placed at one end of the cylinder, and it excites the media with acoustic waves of a given frequency. At the other end of the sample, a miniature hydrophone (smaller than the acoustic wavelengths) scans across the sample, measuring the intensity of the transmitted acoustic wave. The main portion of the subfigure shows the scans for different frequencies, one above the Ioffe-Regel criterion on the left \( i.e. > 1 \), and one below the criterion \( < 1 \) on the right. For the frequency above the criterion, the acoustic wavefront is seen to diffuse across the transverse directions of the sample; such a spread and diffuse wave is called extended, or delocalized. For the frequency below the criterion, sharp peaks are observed in the intensity of the acoustic wavefront, yielding a localized wave - this is especially apparent if one notes the colormap scaling between the two cases. Because the observation is seen in the transverse wavefront and the longitudinal length is orders of magnitude larger than the wavelength such an observation is called transverse localization.
Figure (5.2): Anderson localization in an acoustic system. An acoustic disordered system created by brazed metal spheres, inset, is placed into a water tank. Acoustic waves are excited by an ultrasonic transducer at one end, and the transmitted intensities are measured by a hydrophone at the other. For a frequency below the Ioffe-Regel criterion, a diffusive wave is seen in the left. For frequencies above the criterion, localization is observed on the right. Images taken from [79].

Another experiment [80] that observes transverse localization is seen in Fig. (5.3). In this system, the mechanics are optical. A photorefractive crystal of SBN:60 ($\text{Sr}_{0.6}\text{Ba}_{0.4}\text{Nb}_2\text{O}_6$) acts as the medium. An interference pattern between three lasers is mapped into a photorefractive hexagonal lattice within the crystal via optical induction, shown on the left. Disorder can be controlled by passing one of the interfering lasers through a speckle plate. An incident laser at one end of the crystal propagates and spreads through the lattice. The transmitted light is then imaged with a CCD camera. For an ordered crystal, the light propagates throughout the crystal, and the hexagonal pattern is seen in the transmitted light, shown in the middle portion of the subfigure. However, for strong disorder, a localization of the transmitted light is seen in the right portion of the figure.
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Figure (5.3): Anderson localization in an optical system. An optical hexagonal lattice is created by optical induction of a laser interference into a SBN:60 photorefractive crystal, on the left. Disorder is controlled by passing one of the inducing lasers through a speckle plate. An incident laser (the red cylinder on the left) propagates and is imaged by a CCD camera on the other end of the crystal. An ordered crystal results in diffused light that shows the hexagonal crystal structure, in the middle. For stronger disorder, the transmitted light is localized, shown in the right. The white line represents a logarithm of a horizontal cut through the center, and clearly displays an exponential envelope (see next section). The color scaling goes from blue to red, for minimum to maximum. Images taken from [80].

A third experiment [81] that observes localization is strongly related to the system from the previous chapter. In this case, we have an optical lattice formed, but disorder is created in the lattice in a similar fashion to the past experiment - one of the lasers is passed through a speckle plate. A Bose-Einstein condensate of alkali atoms is formed and trapped at a single site at time $t = 0$. The density of the BEC can then be imaged, and is shown in the upper portion of Fig.(5.4).
Figure (5.4): Anderson localization in an atomic matter wave system. An optical lattice is formed by two counter-propagating lasers. Disorder is introduced by passing one laser through a speckle pattern. A BEC is loaded and trapped at a single site and its density is measured, upper figure. The magnetic trap is turned off in the $z$-direction, and the BEC is allowed to propagate in the lattice. The disorder present in the lattice allows the density to spread, but keeps majority of the BEC trapped at the initial site. Figure taken from [81].

At $t > 0$, the magnetic trap in the longitudinal ($z$) direction is turned off, and the BEC is allowed to expand across the lattice. The density does spread, but the majority of the condensate stays localized by the disorder. This experiment is pathological from the other two, in that a second mechanism of trapping is present in the nonlinear interactions of the bosons, which opens new and exciting directions of research. However, Anderson localization is still observed for very weak boson-boson interactions.
5.3 Modeling Localization

The standard model in solid state physics that describes electron transport on a disordered lattice is the \textit{Anderson tight-binding model}. It involves - apart from a coupling term between neighboring lattice sites - an on-site random potential. The corresponding Hamiltonian is

\[
\hat{H} = \sum_{n=1}^{N} \epsilon_n \ket{n} \bra{n} + k \sum_{m=n \pm 1}^{N} \ket{n} \bra{m} \quad (5.4)
\]

where \(\ket{n}\) is the Wannier basis state localized at the \(n\)-th site, \(N\) is the number of sites, \(k\) is the tunneling probability to the neighboring sites, and \(\epsilon_n\) is the onsite disorder, typically drawn from a uniform distribution of \([-\frac{W}{2}, \frac{W}{2}]\).

5.3.1 An RMT Approach: The Banded Random Matrix

A way to model quasi-1D disordered systems with \(b\) propagating channels is provided by random matrix theory modeling. In the early 90s, it was shown \[82\] that \textit{Banded Random Matrices (BRM)} can be mapped exactly to the 1D non-linear \(\sigma\) model, which is the appropriate field theoretical model describing quasi-1D disordered systems. Within BRM, elements are drawn from a Gaussian sequence that
is subject to a zero mean, but a variance of

\[
\langle |H_{nm}|^2 \rangle = \begin{cases} 
1 + \delta_{nm}, & |n - m| \leq b \\
0, & |n - m| > b 
\end{cases}
\] (5.5)

The BRM is then very similar to the standard GOE matrix (Chapter 2), but only across a 'band' in the matrix, characterized by the width parameter \(b\) - elements outside of the band are zero. The parameter \(b\) corresponds to the number of channels in a quasi-1D wire geometry.

\[\text{(a)}\] Banded Random Matrix, \(N = 1000, b = 10.\)  

\[\text{(b)}\] Banded Random Matrix, \(N = 1000, b = 750.\)

\textbf{Figure (5.5): } Absolute value of the elements of two banded random matrices, with the color ranging from blue (zero) to red. The elements all within a given distance (bandwidth, \(b\)) from the diagonal (black) follow a Gaussian distribution. All elements outside of the band are zero.
Alternatively, $b$ can be considered to be the previously mentioned mean free path, $l_m$. If $b \geq N$, the system is said to be in the \textit{ballistic regime} - which gives a GOE limit to the BRM model. The idea of a banded matrix is illustrated by Fig. (5.5).

The localization properties of the eigenfunctions were investigated both analytically [83–85] and numerically [86–91]. It was specifically found that for a finite $N$-dimensional sample with $b < N$, the localization properties of the wavefunctions are determined by the parameter

$$\Lambda = \frac{b^2}{N}$$ (5.6)

In the case of $\Lambda \ll 1$, the eigenvectors associated with the Hamiltonian, Eq.(5.4), show on average an exponential decay around some central site $n_0$, \textit{i.e.}

$$\langle |\psi_n|^2 \rangle = \exp\left(-\frac{|n - n_0|}{l_\infty(E)}\right)$$ (5.7)

where $l_\infty(E)$ is the width of the exponential, called the \textit{localization length}. It is used to quantify the degree of localization of the system, and is energy-dependent. Within the BRM, the localization length was calculated [89]

$$l_\infty(E) = \frac{2}{3} \left[ 1 - \left( \frac{E}{\sqrt{8b}} \right)^2 \right] b^2 \sim b^2$$ (5.8)

In the opposite limit of $\Lambda \gg 1$, the wavefunctions are extended throughout the
sample. This case corresponds to a delocalized (diffusive) system. The transition from one limit to the other was found [87] to be controlled by the parameter $\Lambda$. The analysis was performed either by studying the scaling properties of various moments of the wavefunctions or by probing the scaling properties of scattering characteristics, like the delay time (see Appendix A). In the former case (localized), the most popular of these moments is the inverse participation number (IPN). For a discrete system

$$P_2 = \sum_{n=1}^{N} |\psi_n|^4$$  \hspace{1cm} (5.9)

The IPN gives an estimation of the inverse ”effective volume” that a wavefunction occupies. For the two limits, the IPN behaves as

$$P_2 \sim \begin{cases} 
N^{-d}, & \Lambda \gg 1 \\
\frac{1}{l_\infty}, & \Lambda \ll 1
\end{cases}$$ \hspace{1cm} (5.10)

The two eigenstates from the BRMs in Fig.(5.5) are shown in Fig. (5.6). The case of $\Lambda \gg 1$ indeed displays a diffusive wavefunction on the right. The case is checked by plotting the expectation from IPN (for $d = 1$) of $\psi_n \sim 1/\sqrt{N}$ in the dashed line. The ’localized’ case on the left exhibits the trademark signature of Anderson localization - the exponential envelope, appearing as a straight line on a semilogarithmic scale. A best fit to Eq. (5.7) gives a localization length of $\sim 8.5$, plotted in the dashed lines. Therefore, BRMs in the above limits are good models for localization/delocalization.
The importance of the scaling parameter $\Lambda$ was also recognized in the framework of level statistics. For $\Lambda \gg 1$ (diffusive), one gets a GOE type of level statistics, while for $\Lambda \ll 1$ (localized), one recovers an uncorrelated Poissonian spectrum - which is characteristic of systems in Anderson localization [87]. The level statistics for BRMs are verified within Fig. (5.7), for the two limits. Poissonian distributions are indeed observed in the localized limit, while Wignerian statistics are observed in the diffusive limit.
5.4 Fidelity in the BRM

We will now turn to the theoretical calculation of the fidelity decay in the framework of a BRM model. As a reminder, the fidelity is formally defined as

\[ F(t) = |f(t)|^2 = |\langle \psi_0 | e^{-iH_0 t/H} e^{iH_\lambda t/H} | \psi_0 \rangle|^2 \]  

(5.11)
where \( f(t) \) is the fidelity amplitude and \( |\psi_0\rangle \) is a generic initial state. \( H_\lambda = H_0 + \lambda V \) is a one-parameter family of Hamiltonians; \( H_0 \) is an unperturbed Hamiltonian and a perturbation (of strength \( \lambda \))\(^\dagger\) is represented by \( \lambda V \), where \( \langle |V_{nm}|^2 \rangle = 1 \). The fidelity was further evaluated using a RMT modeling for \( H_0 \) and \( V \). For the diffusive limit (\( \Lambda \gg 1 \)), \( H_0 \) and \( V \) are modeled by GOE matrices. In the localized limit (\( \Lambda \ll 1 \)), \( H_0 \) and \( V \) are modeled with BRMs with a bandwidth of \( b \). Below, we present the outcome of our theoretical calculations for the two limiting cases.

### 5.4.1 The Diffusive Limit (\( \Lambda \gg 1 \))

The level statistics within the extended limit closely follow those seen in full GOE matrices, as Fig. (5.7) showed. Therefore, the fidelity in the extended limit can be approximated by the standard GOE fidelity seen in Eq.(3.28). As a reminder, the GOE result is

\[
F(t) \sim \exp \left( -(2\pi\lambda)^2 \left[ \frac{t^2}{\nu} + \frac{t}{2} + \int_0^t d\tau \int_0^\tau d\tau' b_2(\tau') \right] \right) \tag{5.12}
\]

Fig. (5.8) shows the numerical fidelity for \( N = 1000, b = 75 \) as circles. The solid line displays the best fit of the data to Eq.( 5.12), and a good match is seen in the region of interest \( t < t_H \).

\(^\dagger\)Note that previous chapters, we’ve used \( x \) and \( \delta k \) for the perturbation strength. Here, we will use \( \lambda \) to represent the perturbation strength.
5.4.2 The Localized Limit ($\Lambda \ll 1$)

In Chapter 3 [see discussion of Eq.(3.36)] we have derived an expression for the fidelity amplitude which reads

$$ f(t) = \sum_{n,m,k} c_n^* c_k T_{mk}^* T_{nm} \exp[i\omega_{mn}t] $$

(5.13)
where $T_{nm} = \langle n^{(0)} | m \rangle$ is the LDoS amplitude, $\omega_{mn} = (E_m - E_n^{(0)})/\hbar$, and $c_k$ is the initial state expansion coefficient in the unperturbed basis, $c_k = \langle \psi_0 | k^{(0)} \rangle$. Taking an ensemble average yields

$$
\langle f(t) \rangle = \left\langle \sum_{n,m,k} c_n^* c_k T_{mk}^* T_{nm} \exp[i\omega_{mn}t] \right\rangle \\
\approx \sum_{n,m,k} \langle c_n^* c_k \rangle \langle T_{mk}^* T_{nm} \rangle \exp[i \langle \omega_{mn} \rangle t] \quad (5.14)
$$

in which the above distributive property of the average comes from a RMT conjecture that eigenstates and eigenenergies are statistically independent (uncorrelated). Firstly, let us discuss the expansion coefficients

$$
c_n^* c_k = \langle \psi_0 | n^{(0)} \rangle \langle k^{(0)} | \psi_0 \rangle = \left( \sum_i \psi_{0,i}^* n_i^{(0)} \right) \cdot \left( \sum_j \psi_{0,j} k_j^{(0)} \right) = \sum_{i,j} \psi_{0,i}^* \psi_{0,j} n_i^{(0)} k_j^{(0)} \\
= \sum_{i,j} \langle \psi_{0,i}^* \psi_{0,j} \rangle \langle n_i^{(0)} | k_j^{(0)} \rangle \quad (5.15)
$$

Under the ensemble average, we get

$$
\langle c_n^* c_k \rangle \approx \sum_{i,j} \langle \psi_{0,i}^* \psi_{0,j} \rangle \langle n_i^{(0)} | k_j^{(0)} \rangle \quad (5.16)
$$

where $\psi_{0,i}$ is the $i^{th}$ component of the initial wavefunction in a Wannier basis, and $n_j^{(0)}$ is the $j^{th}$ component of the $n^{th}$ eigenstate of $\hat{H}_0$, in the Wannier basis.

For localized eigenstates of $\hat{H}_0$, the average overlap between the localized states is fairly negligible, unless the two eigenstates are either (a) the same eigenstate ($i = j$), or (b) have their localized peak within the localization length of another
eigenstate. This yields for the second average

\[
\langle n_i^{(0)} k_j^{(0)} \rangle = \delta_{n,k} \delta_{i,j} l_{\infty}^{-1} \delta(i \leq l_{\infty}) \tag{5.17}
\]

Placing this back into the expansion coefficient average contracts the sum as

\[
\langle c_n^* c_k \rangle \approx \sum_{i,j} \langle \psi_0, i | \psi_0, j \rangle \delta_{n,k} \delta_{i,j} l_{\infty}^{-1} \delta(i \leq l_{\infty}) \approx \frac{\delta_{n,k}}{l_{\infty}} \sum_{j \leq l_{\infty}} |\psi_0, j|^2 \approx \sigma \delta_{n,k} \tag{5.18}
\]

where in the last step we use the notation \( \sigma = l_{\infty}^{-1} \sum_{j \leq l_{\infty}} |\psi_0, j|^2 \). We substitute this result back into the average fidelity amplitude, to eventually get

\[
\langle f(t) \rangle \approx \sigma \sum_{n,m,k} \delta_{n,k} \langle T_{mk}^* T_{nm} \exp[i \omega_{mn} t] \rangle \approx \sigma \sum_{n,m} \langle P_{nm} \rangle \exp[i \langle \omega_{mn} \rangle t] \tag{5.19}
\]

where \( P_{nm} = |T_{mn}|^2 \) is the LDoS kernel of Eq.(3.30). The fidelity amplitude then reads

\[
\langle f(t) \rangle \approx \sum_{n,m} \langle P_{nm} \rangle \exp[i \langle \omega_{mn} \rangle t] \tag{5.20}
\]

We will refer to this as the localized fidelity. We now proceed by evaluating Eq.(5.20) for various perturbation regimes. We have incorporated the analysis of the evaluation of the various perturbation limits within Appendix B.4, for clarity. The methodology used is an LDoS analysis of Chapter 3.
Localized Fidelity in the Standard Perturbative Regime

For small perturbations, the LDoS kernel is delta-like, in that only levels within a mean level spacing apart mix. Numerically, we calculate the LDoS kernel - shown as the black line within Fig.(5.9) - for $N = 1000, b = 10, \lambda = 0.001$, and compare it to the FOPT approximation of the Eq.(3.41), beautifully matching in red. The mean level spacing is on the order of the screen pixel. For such small perturbations, numerics follow expectation that the LDoS is delta-like. Using a delta approximation, Eq.(5.20) contracts across $m$ to yield

$$f(\tau = t/\hbar) \approx \sum_n \exp \left[ i(E_n - E_n^{(0)})\tau \right]$$

$$\approx \sum_n \exp[ i\lambda \nu_n \tau]$$

(5.21)
in which we have used the definition of the *level velocity*†

\[
\nu_n = \frac{(E_n - E_n^{(0)})}{\lambda}
\]  \hspace{1cm} (5.22)

Turning the sum into a weighted integral over level velocities one gets

\[
f(\tilde{\tau} = \lambda \tau) \approx \int_0^\infty P(\nu)d\nu \exp \left(i\nu \tilde{\tau}\right) \tag{5.23}
\]

in which \(P(\nu)\) is the level velocity probability distribution function (LVPDF).

The LVPDF has been studied thoroughly using both RMT [92] and field-theoretical techniques [93]. In the case of a BRM the LVPDF - illustrated in Fig. (5.10) - was found to be [92]

\[
P(\eta) = \frac{\pi}{6} \coth \left[\frac{\pi \eta}{\sqrt{6}}\right] - \sqrt{6} \frac{\sinh^2 \left[\frac{\pi \eta}{\sqrt{6}}\right]}{\sinh^2 \left[\frac{\pi \eta}{\sqrt{6}}\right]}
\]  \hspace{1cm} (5.24)

where \(\eta = \nu/\sigma_\nu\) is the variance-rescaled level velocity. Furthermore, it has been shown that the variance of the level velocity within the localized limit is equivalent to the root of the IPN and the bandwidth, \(\sigma_\nu = \sqrt{\mathcal{P}_2} = b^{-1}\).

Taking the fourier transform of Eq. (5.24) yields the following result for the fidelity amplitude

\[
f(t) = (\alpha t)^2 \text{csch} (\alpha t) \tag{5.25}
\]

†The term 'level velocity' comes from a Pechukas-Yukawa approach to level dynamics, in which the parametric variable is treated as 'time'. The parametric evolution of the levels can then be interpreted in the 'standard' context of velocities, accelerations (called 'curvatures' in context of level dynamics), and forces within the system.
in which $\alpha$ contains all the rescaling variables used

$$\alpha(\lambda) = \lambda \sqrt{1.5P_2} \quad (5.26)$$

The fidelity is then calculated numerically, and fit to the two Eqs.(5.12,5.25). The results for various $b$ values (all for $\Lambda \ll 1$) are shown in Fig. (5.11). The fitting parameter $\alpha$ is extracted, and compared to the $\sqrt{P_2}$ found directly from the eigenstates of $\hat{H}_1$. It is seen that the novel result of Eq.(5.25) better fits the numerical data than the full GOE result of Eq.(5.12). Additionally, the $\sqrt{P_2}$-dependence in the fit parameter $\alpha$ is verified, suggesting Eq.(5.25) as the model to use for localized fidelity in the standard perturbative regime.
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Figure (5.11): The numerical fidelity from Eq.(5.13) for $N = 1000, \lambda = 0.001$ (standard perturbative regime) is plotted for two different localized bandwidths, $b = 3$ (red), $10$ (black). The numerical results are the circles, the solid lines are best fits to Eq.(5.25), and the dashed lines are the best fits to Eq.(5.12). A better fit is observed for Eq.(5.25).

Inset: The variance parameter $\sigma_\nu$ is extracted from the fitting parameter $\alpha$ for different localized bandwidths, and plotted against $\sqrt{P_2}$, calculated directly from the eigenstates. The linear relation $\sigma_\nu = \sqrt{P_2}$ for localized eigenstates is verified - the straight line is a best linear fit.

Localized Fidelity in the Wigner (FGR) Regime

In the Wigner (FGR) regime, mixing occurs beyond neighboring levels out to some bandwidth $\Gamma$, yielding a LDoS kernel that is Lorentzian-like, Eq.(3.43). We numerically calculate the LDoS for the Wigner (FGR) regime, and present the
results in Fig.(5.12).

Figure (5.12): LDoS kernel for $N = 1000, b = 10, \lambda = 0.1$ [Wigner (FGR) regime]. The black line is the numerical LDoS kernel, while the red line is the PRT approximation. Both are Lorentzian curves of width $\Gamma$, found from normalization of the PRT approximation. The variable $r = \langle E_m^{(0)} - E_n \rangle / \Delta$ is used. In order to get a scale, the mean level spacing is on the order of a major tickmark width.

Further analysis of the fidelity in Eq.(5.20) gives

$$\langle f(t) \rangle \approx \sum_r P(r) \exp [i r \tilde{\tau}] \quad (5.27)$$

in which $\tilde{\tau} = \Delta t / \hbar = t / t_H$ and $r = \langle E_m - E_n^{(0)} \rangle / (\hbar \Delta)$. For the Lorentzian line-
shape of $P(r)$, a Fourier transform will yield

$$\langle f(\tilde{\tau} = t/t_H) \rangle \approx \exp [-\Gamma \tilde{\tau}]$$

(5.28)

The numerical fidelity in the Wigner (FGR) regime is shown in Fig.(5.13) as the black line. For times $t > t_H$, a long exponential decay is observed. The red line in Fig.(5.13) is a best fit of the numerical fidelity to the exponential result of Eq.(5.28).

![Figure (5.13):](image)

**Figure (5.13):** The numerical fidelity from Eq. (5.13) for $N = 1000, \lambda = 0.1$ [Wigner (FGR) regime] is plotted for the localized bandwidth of $b = 10$ (black). The red line is a best fit to Eq.(5.28). The fit is offset slightly to the left of its range.
5.5 Conclusion

In summary, we have utilized banded random matrices as models for diffusive states \( (\Lambda \gg 1) \) and as models for localized states \( (\Lambda \ll 1) \). Analytical calculations with appropriate approximations yield a novel fidelity decay for localized systems in the standard perturbative regime, seen in Eq.(5.11), and the usual exponential decay in the Wigner (FGR) regime. Numerical calculations using banded random matrices verify our analytical findings - in the next chapter, experimental data from a laboratory will be used to verify the same analytical findings.
Probing Anderson Localization via Fidelity: Experiment

"It doesn’t matter how beautiful your theory is, it doesn’t matter how smart you are. If it doesn’t agree with experiment, it’s wrong."

- Richard Feynman

In this chapter, we wish to test the theoretical results that were derived in the previous chapter - as far as the behavior of fidelity decay in disordered media, versus experimental measurements with disordered microwave cavities. In order to perform the comparison, we must introduce a new notion of fidelity, termed scattering fidelity, which shows however the same temporal behavior as the fidelity discussed in the previous chapters. The structure of the chapter is as follows: within the first section, we will discuss the experimental microwave setup. In the next section, we will discuss the characterization of diffusive vs. localized frequency regimes, via transport measurements. We will then present the measure
of scattering fidelity, in which we will also briefly discuss how scattering fidelity addresses the issue of absorption. Finally, we present the experimental scattering measurements for both the diffusive and localized frequency regimes, and compare to the theoretical results in the previous chapter. A connection is made between the theory and experiment via a scaling analysis of the dependency of decay rates on perturbative strengths, a point on which we will conclude the chapter.

6.1 Experimental Setup

Fig.(6.1) is a photograph of the microwave cavity that we have used in our experiments. It is a rectangular waveguide made of brass with brass bars at two ends closing the waveguide, with dimensions of 8 mm height, 10 cm width, and 100 cm long. One of the short wall-lengths is allowed to move, and a shift in the wall will play the role of a perturbation in this system. The moving wall and its driving motor mechanism is seen in the lower portion of Fig.(6.1). The cavity is filled with 186 brass cylinders with radius 5 mm. The brass cylinders are arranged in a random fashion - transparency film showing cylinder locations for a particular random realization can be seen taped to the side of the cavity in Fig.(6.1). The microwave TE modes that are excited in the cavity are transverse, and their wavelengths are such that the cylinders can be viewed as point scatterers. In addition the wavelengths are such that the cavity height and width are negligible, so that the cavity is considered to be quasi-one-dimensional (quasi-1D).
The cavity is closed by a top plate that is screwed into place. Two BNC connections couple two microwave antennae into the cavity, one close to moving short wall (the "perturbed" antenna, denoted by index 1) and the other deep within the scatterers (the "bulk" antenna, denoted by index 2). Note that in Fig.(6.1), the top plate can be seen at the right side, rotated by 180°. Fig.(6.2) shows a side view of the top plate, in which one antenna can be seen protruding below. The bottom of the figure is roughly where the bottom of the cavity is located. The white coating over the antenna is a polymer transparent to microwaves whose purpose is to keeps the antenna aligned and protected.
The beauty of an experimental microwave system is the combination of both source and detection present in a device developed for electrical network analysis in radio frequencies. The device is called a vector network analyzer (VNA), and is pictured in Fig.(6.3). Here, we use a commercial version of a VNA, the Agilent 8720ES, which can be controlled by a PC computer via a GPIB cable. The VNA consists of multiple BNC ports ("channels" in previous parlance) that a microwave cable can attach, seen in the lower portion of the image. After securing the top plate, we run cables from two channels of the VNA to the two antennae coupled to the inside of our cavity. The VNA then allows us to send in microwaves with a given frequency along a channel that emit from a given antenna into the cavity as plane waves. The Agilent 8720ES can send and receive frequencies of 3 – 12 GHz at a 100 kHz resolution. The wave scatters about the cavity and quickly reaches a steady-state, at which point we measure the phase and magnitude at the two antenna positions. With the phase and magnitude, we can easily find the
two reflections $S_{11}(E), S_{22}(E)$ and the two transmissions $S_{12}(E), S_{21}(E)$. The reflections/transmissions can be seen in Fig.(6.3) plotted as normalized impedences (Smith charts) in the Agilent LCD output. The resulting S-matrix elements are then ran back via the GPIB cable to the PC computer for digital storage and analysis.

![Figure (6.3): The Agilent 8720ES, a commercial vector network analyzer (VNA). Two microwave ports with cables running to the antennae are seen in the lower portion, and the resulting transmissions/reflections are plotted as impedance Smith charts in the VNA’s LCD output, seen in the left. Not pictured is the GPIB data/control cable that transmits the scattering matrix elements to a PC computer for storage and analysis.](image)

The perturbation that is applied to the system takes place by a shift in position of one of the shorter walls. This is controlled by the stepper-motor/worm-gear mechanical assembly that attaches to the lower wall within Fig.(6.1). For a given random ensemble, the wall is shifted by increments of $\delta w = 0.2$ mm, up to a maximum wall shift of $w = 18.0$ mm. We will later characterize the perturbation strength $\lambda$ in relation to a dimensionless wallshift $w/\delta w$. Lastly, the whole experiment - including control of the stepper motor to shift the wall and the frequency
control/S-matrix measurement of the Agilent VNA - is automated by a C++ in-
terface, custom built by Ulrich Kuhl. This results in a tidy experimental package
in which one sets up an arrangement of scatterers, attaches the antennae, enters
step size and frequency, and then hits 'Run' to start the process. A given real-
ization takes roughly 16 hours to complete a scan through the frequency regime
$3 - 12$ GHz at 100 kHz resolution. This was repeated for 15 different arrangements
of the 186 scatterers, and the resulting raw data was processed using ITT’s "IDL" pro-
gramming language.

6.2 Diffusive & Localized Frequency Regimes:

Transport Measures

6.2.1 Normalized Transmission Variances

First experiments showing photon localization [74] had the problem of separating
localization from absorption, which can be another source of exponential decay
of a propagating electromagnetic wave. Recall from the Ioffe-Regel criterion that
the localization length is energy-dependent, and thus changes with the incom-
ing frequency. How then to determine localization in an absorptive system? A
solution to this problem was given by Chabanov & Genack [75–77] where they pro-
posed to study the relative size of fluctuations of transmissions, in order to find
signatures of localization. They found clear evidence of localization in a quasi-
one-dimensional (1D) microwave waveguide with randomly distributed dielectric or metallic spheres. The relative size of the transmission fluctuations is captured by the average variance of the normalized transmission, defined as \( \sigma^2_{\tilde{T}} = \langle \text{var}(\tilde{T}) \rangle \).

Chabanov & Genack showed that a theoretical threshold between localized and diffusive fluctuations exists for multiple channels at the value \( \sigma^2_{\tilde{T}} \sim 7/3 \). We shall therefore follow a similar argument, and look for frequency regimes in which \( \sigma^2_{\tilde{T}} > 7/3 \). Our results are shown in Fig.(6.4). Since our experiment does not probe the total transmission but just one component of the scattering matrix,

![Figure (6.4): Average variance of the normalized transmission, \( \sigma^2_{\tilde{T}} \), as a function of microwave frequency. The red dashed line denotes the theoretical threshold of 7/3. Frequencies with an average variance above this threshold are considered localized, while those below are considered diffusive. The vertical dotted lines correspond to frequencies at which a new mode is made available in the system, the smaller numbers in each mode window corresponds to the number of available modes. A localized frequency window is then observed for frequencies in 6.0 – 7.5 GHz (highlighted in grey), and a diffusive window is observed for frequencies in 10.5 – 12.0 GHz.](image)

we expect localization whenever $\sigma_T^2$ exceeds the critical value of $7/3$. We find in Fig.(6.4) that this condition is satisfied approximately in the frequency window 5.59 GHz. Above 9 GHz the waveguide modes are diffusive, while below 5.5 GHz the values of the variances are error prone, as $S_{21}$ is below the precision of the VNA ($|S_{21}| < 10^{-6}$). In the delocalized regime random matrix theory predictions are applicable [94], yielding a value of

$$\sigma_T^2 \approx \frac{(2N + 1)^2}{N(2N + 3)} - 1$$

(6.1)

where $N$ is the number of open channels. In the limit $N \gg 1$, the variance approaches the value $\sigma_T^2 \sim 1$, in agreement with our experimental data for the high frequency regime. We shall henceforth then limit our calculations to two windows, a 'localized frequency window' of 6.0-7.5 GHz, which is grey highlighted in Fig.(6.4), and an 'diffusive frequency window' of 10.5-12.0 GHz.

### 6.2.2 Normalized Transmission Distributions

One of the results from the transmission fluctuations is that the normalized transmission should follow Rayleigh-like distributions in the diffusive frequency window, and then broaden out to log-normal distribution behavior in the localized frequency window [95–97]. The log-normal distribution is defined as

$$P(\tilde{T}) = \frac{1}{T\sigma_{\tilde{T}}\sqrt{2\pi}} \exp\left[-\frac{(\ln(\tilde{T}) - \langle \ln(\tilde{T}) \rangle)^2}{2\sigma_{\tilde{T}}^2}\right]$$

(6.2)
As a secondary check that our wavefunctions are indeed localized, we look at the normalized transmission distributions. The distribution is presented (black line) in Fig.(6.5), along with a best fit of the peak region to Eq.(6.2) presented in red. An agreement is seen, and therefore we are confident the wavefunctions in the frequency regime 6.0 − 7.5 GHz are indeed localized.

Figure (6.5): Distribution of the normalized transmissions. The black line is the actual transmission distribution from the experiment, while the red line is a best fit to the log-normal distribution of Eq.(6.2). The fit parameter $\sigma^2_{\tilde{T}}$ is calculated as 3.37, which is above the threshold value of $7/3$.

6.3 Scattering Fidelity: *Intus Mundus Veris*

6.3.1 The Scattering Matrix

We now have a thorough theoretical understanding of the fidelity behavior in the localized limit for both perturbative regimes. Ultimately, science also dictates all theoretical knowledge must be empirically tested. In the past, much research was done on classical microwave cavities, whose application to wave chaos was
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pioneered by Hans-Jürgen Stöckmann & Ulrich Kuhl [15,98,99]. The cavities are typically flat, with parallel sides, but with chaotic boundaries (examples include Sinai billard shapes and more recently, mushroom shapes). For microwave frequencies of \( \nu < \nu_{\text{cutoff}} = \frac{c}{2h} \) where \( h \) is the height of the cavity, the cavity appears quasi-one-dimensional - as a reminder, quasi-1D means that the width of the cavity is smaller than its length. For the frequencies below the cutoff, the Helmholtz equation dictating the classical electromagnetic waves is equivalent to a quantum mechanical Schrödinger equation

\[
\nabla^2 \psi(x, y) + E(\nu)\psi(x, y) = 0; \quad E(\nu) = \left(\frac{2\pi\nu}{c}\right)^2
\]

where Dirchlet boundary conditions are applied at the walls of the cavity.

However, the theoretical quantum definition of fidelity requires the unitary evolution operators, \( \hat{U}_{0,1}(t) \). Is there an analog for evolution in the classical Helmholtz wave picture? The answer comes from nuclear physics, in which an incident wave flux, \( \Phi_i \), is scattered into an outgoing wave flux, \( \Phi_f \). The classical cross-section is defined as

\[
\frac{d\sigma}{d\Omega} = \frac{\Phi_f}{\Phi_i} dS \quad d\Omega
\]

in which \( dS, d\Omega \) are infinitesimal units of surface and angle respectively. A surface integration over the flux ratio then gives the integrated cross-section, \( \sigma \). The integrated cross-section can be related to the forward scattering wave amplitude.
by the optical theorem which reads

$$\sigma(E) = |1 - S(E)|^2$$  \hspace{1cm} (6.5)$$

in which the measure $S(E)$ is the forward scattering wave amplitude. If multiple incoming and outgoing locations (scattering channels) are considered, the cross-section and scattering wave amplitude becomes a matrix $\sigma_{ab}(E), S_{ab}(E)$ whose row/column indices correspond to the incoming/outgoing channels, respectively. We can then write

$$|\psi_{\text{out}}\rangle = \hat{S}(E) |\psi_{\text{in}}\rangle$$  \hspace{1cm} (6.6)$$

The matrix $\hat{S}(E)$, called the scattering matrix (or S-matrix), can be seen as a form of evolution, in that it takes an steady-state incoming wave and propagates it to a steady-state outgoing wave.

### 6.3.2 Scattering Fidelity

What is the role then of the perturbation in the S-matrix? Consider a scattering system that can be perturbed in a controlled fashion - the perturbation will give a change to the S-matrix. We will denote an unperturbed S-matrix element as $S_{ab}^0(E)$, and a perturbed element as $S_{ab}^\lambda(E)$. We are ultimately interested in the correlations of the S-matrix, defined as

$$C[S_{ab}^{0\ast}, S_{cd}^\lambda](E) = \langle S_{ab}^{0\ast}(E), S_{cd}^\lambda(E + dE) \rangle - \langle S_{ab}^{0\ast}(E) \rangle \langle S_{cd}^\lambda(E + dE) \rangle$$  \hspace{1cm} (6.7)$$
where the brackets denote an average over a small energy window and/or an average over ensembles. The S-matrix solves a steady-state solution for a given $E$. However, fidelity is correlations in time, NOT in energy. We can simply take a Fourier transform to change the S-matrix correlations into a time correlation

$$C[S_{ab}^0, S_{cd}^\lambda](t) = \int_{\mathbb{R}} dE \exp(2\pi i Et) C[S_{ab}^0, S_{cd}^\lambda](E) \quad (6.8)$$

From the convolution theorem then, this is proportional to the individual S-matrix transforms

$$S_{ab}^{0,\lambda}(t) = \int_{\mathbb{R}} \exp(2\pi i Et) S_{ab}^{0,\lambda}(E) \quad (6.9)$$

which can then be viewed as a scattering evolution operator. The time cross-correlation can be written as

$$C[S_{ab}^0, S_{cd}^\lambda](t) \approx \langle S_{ab}^0(t) S_{cd}^\lambda(t) \rangle \quad (6.10)$$

In the absence of a perturbation $\lambda = 0$, we want to have a constant cross-correlation. However, the above cross-correlation yields an autocorrelation, in the absence of a perturbation. Therefore, it is often normalized by the two auto-correlations. This normalized cross-correlation is defined as the *scattering fidelity*

$$f_{ab}(t) = \frac{\langle S_{ab}^0(t) S_{cd}^\lambda(t) \rangle}{\sqrt{\langle |S_{ab}^0(t)|^2 \rangle \cdot \langle |S_{ab}^\lambda(t)|^2 \rangle}} \quad (6.11)$$
A nice comparison then is seen between the scattering fidelity and the quantum fidelity, if one makes the comparison $\hat{S}^{0,\lambda}(t) \leftrightarrow \hat{U}_{0,1}(t)$, but what happens though if there is a large number of scattering channels?

### 6.3.3 The Role of Absorption

In the past experimental motivations for localization, Figs.(5.2-5.4), one of the main issues that always arises with experimental wave systems is the idea of absorption, in which the ‘norm’ of the measured wave is not conserved. In order to assure norm conservation, perhaps the unaccounted-for norm leaks into a large number of unknown scattering channels (absorbing channels). We say the system is ‘open’ and then look for resonances with the case of a closed system - i.e. no absorbing channels. The S-matrix for open systems has a *Weidenmüller form* [100]

$$\hat{S}(E) \approx 1 - 2\pi i \hat{W}^\dagger \frac{1}{E - \hat{H}_{\text{eff}}} \hat{W}; \quad \hat{H}_{\text{eff}} = \hat{H}_{\text{int}} - \frac{i}{2} \hat{W} \hat{W}^\dagger$$  \hspace{1cm} (6.12)

in which $\hat{H}_{\text{int}}$ is the internal Hamiltonian that describes the closed scattering system and $W$ is a matrix that couples $N$ incoming/outgoing wavefunctions in from / out to $M$ scattering channels. The perturbation then is apparent in this form in the internal Hamiltonian - for unperturbed systems $\hat{H}_{\text{int}} = \hat{H}_0$, and for perturbed systems $\hat{H}_{\text{int}} = \hat{H}_0 + \lambda \hat{V}$. The utility of Eq.(6.12) is it takes an $N \times N$ internal system and couples it to $M$ channels.

Typically in microwave experiments [99], the known scattering channels are an-
tennae that feed microwave signals into the system from an external source. If the diameter of the antennae is much smaller than the wavelength of the incoming and outgoing waves, then each antenna can then be represented as a scattering channel, and then the components of the coupling matrix $\hat{W}$ are just proportional to the wavefunction at the antenna position

$$W_{jk} \propto \psi_j(r_a) \quad (6.13)$$

The average of the reflections (diagonal terms in $\hat{S}(E)$) can then be written in terms of the coupling matrix

$$\langle S_{aa}(E) \rangle = \frac{1 - \kappa_a}{1 + \kappa_a}; \quad \kappa_a = \frac{\pi}{2\Delta} |W_{ja}^2| \quad (6.14)$$

and the transmission coefficients ($T_a = \sum_{b \neq a} |S_{ab}|^2$) can also be written in terms of the reaction $\kappa_a$

$$T_a = \frac{4\kappa_a}{(1 + \kappa_a)^2} \quad (6.15)$$

We can now apply the Breit-Wigner approximation, which states that if the coupling strengths are low enough, the operator $\hat{W}\hat{W}^\dagger$ can be placed into a scalar form, $\Gamma$, which measures the width of the open system’s resonances. This allows us to write the average resonant width in terms of the coupling elements

$$\langle \Gamma \rangle \approx \sum_{k=1}^{M} |W_{jk}^2| = \frac{2\Delta}{\pi} \sum_{a=1}^{M} \kappa_a \quad (6.16)$$
The resonant widths are therefore obtained from the reflections. In the limit of many channels all of equivalent coupling strength, Ericson showed that the cross-sectional correlations decay in an exponential fashion, with a rate given by the transmissions

$$\Gamma_C = \frac{\Delta}{2\pi} \sum_{k=1}^{M} T_k$$  \hspace{1cm} (6.17)

Ideally, $\langle \Gamma \rangle = \Gamma_C$. This happens in the limit where $\sum_{k=1}^{M} T_k \ll 1$. For a large number of absorbing channels (say $Q$) that is much larger than the number of antennae (say $A$), we only need to account then for the absorbing channels in the Ericson correlation decay, so that

$$T_W = \sum_{k=A+1}^{Q} T_k$$  \hspace{1cm} (6.18)

In the limit that $Q \rightarrow \infty$ and $\max(T_{k>A}) \rightarrow 0$, we can then simply map from correlations in an open absorbing scattering system to those in a closed system by the relation

$$\left< S_{ab}^{\lambda,0}(t)S_{nm}^{\lambda,0}(t) \right> \rightarrow \exp(-T_W t) \left< S_{\alpha\beta}^{\lambda,0}(t)S_{\nu,\mu}^{\lambda,0}(t) \right>$$  \hspace{1cm} (6.19)

in which the indices range as $\{a, b, n, m\} \in [1, M]$ and $\{\alpha, \beta, \nu, \mu\} \in [1, A]$. Therefore, the effect of absorption is to introduce a decay in the correlations with a constant rate. Since the scattering fidelity definition involves a cross-correlation divided by root-squared autocorrelations, the constant decay rate on both correlations will simply divide out - making scattering fidelity a very powerful tool in
the study of open systems. In this Breit-Wigner approximation, the scattering fidelity of Eq.(6.11) is then fully equivalent with the quantum mechanical definition of fidelity seen in previous chapters.

6.4 Experimental Scattering Fidelity - Diffusive Frequency Window

In [61,101], the scattering fidelity was investigated for chaotic cavities, and compared to the known GOE LRT result of Eq.(5.12). A representative figure of the findings is presented in Fig.(6.6). The chaotic cavity is a quasi-1D microwave cavity with large brass inserts inserted to make the boundary non-analytic, shown in the inset of Fig.(6.6). "X" in the figure denotes where the antennae were located. The perturbation used is also similar to ours, in that one of the walls is shifted. Different boundary realizations are obtained by moving the lower semicircular insert. The scattering matrix is measured with an experimental VNA setup identical to our own, and the correlations of the fidelity transformed scattering matrix elements are numerically found. The scattering fidelity amplitude, Eq.(6.11), for a given boundary realization is then calculated and averaged over the different boundary realizations. The main part of Fig.(6.6) shows the resulting experimental scattering fidelity for the reflection from the right antenna. A good agreement is seen with the theoretical LRT fidelity of Eq.(5.12), the orange line.
Figure (6.6): Inset: A chaotic microwave cavity formed by non-analytic brass inserts in the cavity. X denotes antennae positions. The perturbation to the system is small shifts in the left wall. Different boundary realizations are obtained by changing the position of the lower insert. Main Figure: The experimental scattering fidelity (black line) from the reflections of the right antenna, compared to the LRT expectation of Eq.(5.12). A nice agreement is seen. Figure taken from [101].

The perturbation is geometric in nature (changing size of cavity), so we can use geometric considerations to build the perturbation. Geometrically, the matrix element of the perturbation is [26,102]

\[ (H_1)_{nm} = w \int_0^L dy \nabla_\perp \psi_n(y) \cdot \nabla_\perp \psi_m(y) \]  \hspace{1cm} (6.20)

Since \( \lambda^2 = \langle (H_1)_{nm}^2 \rangle \), we can now use a Berry conjecture of random plane wave superposition. Close to a straight boundary wall with Dirichlet conditions, the
correlations that result in taking an average over the above matrix are Bessel in nature. Integration of the Bessel correlations yield

$$\lambda^2 = \langle (H_1)^2_{nm} \rangle = \frac{4k^2w^2L}{A^2} \frac{8}{3\pi}$$  (6.21)

The approximation of the correlations going to Bessel functions is ultimately semi-classical in nature, therefore the approximation for $\lambda$ above works very well for high wavenumbers. For $\Delta \sim 1$, the area can be set to $A = 4\pi$ to yield

$$\lambda^2 = \frac{2L}{3\pi^3}k^3w^2 = \frac{16L}{3c^3}\nu^3w^2$$  (6.22)

It is important to note then that $\lambda \sim w$ is the expectation we are looking for.

What do we mean 'the expectation we are looking for'? For our scattering system, we repeat the same calculations as was done for chaotic cavities. In the diffusive frequency window, the expectation is that the scattering fidelity should behave similarly to that seen in chaotic systems. Performing the calculation, we look at the fidelity resulting from the bulk antenna reflections, $S_{22}(E)$. The main purpose for this rests in the simple fact that antenna #1 is too close to the shifting wall - the perturbation appears locally to this antenna, and therefore the strength is much stronger. This results in fidelity decays that are extremely fast - most of the wallshifts gave immediate decays for $S_{11}(E)$. In Fig.(6.7), we present one such respective scattering fidelity decay, for $S_{22}(E)$. The points represent the actual scattering fidelity, while the straight line is the best fit of the numerical data to
Eq.(5.12), with the variable $\lambda$ treated as a free fitting parameter. All fitting was done in the standard perturbative regime for $t < t_H$.

![Figure (6.7): A typical fidelity decay in the diffusive frequency window of 10.5 \(-\) 12 GHz. The dimensionless wallshift is $w/\delta w = 2$. The solid line is a best fit of the data to Eq.(5.12). The resulting fit parameter $\lambda$ is compared against $w/\delta w$ in Fig.(6.8) in order to verify the scaling of Eq.(6.22).](image)

We then perform this fitting procedure for a variety of wallshifts $w$. We want to compare the free fitting parameter $\lambda$ to the wallshift $w$. This is seen in Fig.(6.8), in which the scaling relation of $\lambda \sim w^{\eta}$ is fit. A power law of $\eta \sim 1.0 \pm 0.05$ is found, confirming 'the expectation we are looking for'. It is important to note that the scaling of the free-fit parameters with the wallshift is what verifies whether a given model for the fidelity decay is correct.
Figure (6.8): Within the diffusive frequency window, the scaling of the free-fit parameter $\lambda$ of Eq.(5.12) with the dimensionless wallshift $w/\delta w$. The dots represent the extracted data. The solid line is the best fit to a power law relation $\lambda \sim w^{\eta}$. A power of $\eta = 1.0 \pm 0.05$ is found, confirming the validity of Eq.(5.12).

6.5 Experimental Scattering Fidelity - Localized Frequency Window

6.5.1 Standard Perturbative Regime

Within the standard perturbative regime, the theoretical expectation for waves in the localized frequency window (6.0 – 7.5 GHz) is the novel fidelity decay found in Eq.(5.25). Within this equation, the free-fitting parameter of $\alpha \propto \sqrt{F_2}w$ gives us the expectation that $\alpha \sim w$. We have fit the experimental data of scattering fidelity in this frequency window to both predictions of the extended and the localized fidelity decay law, treating $\lambda$ as a free-fit parameter. A representative
experimental fidelity curve and the fits are shown in Fig.(6.9), in which the points represent experimental data, the solid line is the localized best fit of Eq.(5.25), and the dashed line is the diffusive best fit of Eq.(5.12). The wallshift of the perturbation in Fig.(6.9) yields from Eq.(6.22) of $\lambda \sim 0.115$.

![Graph showing fidelity decay](image)

**Figure (6.9):** A typical fidelity decay for the standard perturbative regime in a localized frequency window. The points are the experimental data. The solid line represents a best fit to the localized fidelity of Eq.(5.25), while the dashed line represents a best fit to the diffusive fidelity of Eq.(5.12). A better fit to the localized fidelity is observed.

The result is clear - the localized fidelity of Eq.(5.25) fits much better than the diffusive fidelity of Eq.(5.12). This can further be quantified in the scaling of the free-fit parameters. Whichever free-fit parameter ($\alpha$ for the localized model and
$\lambda$ for the diffusive model) best scales as $\sim w$ ultimately tells us which model is the best. The scaling analysis is performed in Fig. (6.10), in which the free-fit parameters are plotted against the dimensionless wallshift, $w/\delta w$, and then fit to a power law of $\alpha, \lambda \sim w^\eta$. Within the figure the squares correspond to $\alpha$ and the circles correspond to $\lambda$. Using the localized fidelity of Eq. (5.25), a scaling of $\eta = 0.92 \pm 0.05$ was obtained. For the case of the diffusive fidelity of Eq. (5.12), a scaling of $\eta = 1.9 \pm 0.05$ was obtained. Since the localized fidelity gave a better scaling, it is the proper model to use for fidelity in the localized frequency window.

\textbf{Figure (6.10):} Scaling analysis of the fitting parameters within the localized frequency window. The squares denote the $\alpha$ parameter from Eq. (5.25) while the circles denote the $\lambda$ parameter from Eq. (5.12). The straight lines indicate a power law fit to $\alpha, \lambda \sim w^\eta$. The $\alpha$ then scale properly as $\eta = 0.92 \pm 0.05$, suggesting Eq. (5.25) as the correct fit. The failure of the $\lambda$ parameter to scale as $\sim w$ (scales as $\eta = 1.9 \pm 0.05$) additionally shows Eq. (5.25) as the better description of fidelity decay in localized scattering systems.
To close this regime, an emphasis on the relation $\alpha \propto w \sqrt{P_2}$ can not be overstated; this relation dictates that the slope of the straight line in Fig.(6.10) may therefore be used to extract out the inverse participation number, in the event the state is localized.

### 6.5.2 Wigner (FGR) Regime

Within the Wigner (FGR) Regime, the fidelity within the localized window has a theoretical expectation of Eq.(5.28). The ‘crossover’ between the standard perturbative and Wigner regimes was observed where the fidelity decay of Eq.(5.25) began to fail to capture the decay behavior, typically occurring at wallshifts with the chaotic perturbation strength from Eq.(6.22) of $\lambda \sim 1$. The region $t_H/2 < t < 4t_H$ was then fit to the exponential decay of Eq.(5.28), with the decay rate of $\gamma^\dagger$ as the fitting parameter. A typical fidelity decay in this regime is shown in Fig.(6.11), in which the points are the experimental data, the blue curve is the best fit to Eq.(5.12), which now clearly fails to capture the fidelity decay. The red line is the exponential fit of Eq.(5.28). The wallshift of this perturbation yields from Eq.(6.22) $\lambda \sim 2.218$.

---

\(^{\dagger}\)Note that in Eq.(5.28) the decay rate is $\Gamma$. Here, we use the lower case $\gamma$. 
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Figure (6.11): A typical fidelity decay for the Wigner (FGR) regime in a localized frequency window. The points are the experimental data. The dashed blue line represents a best fit to the diffusive fidelity of Eq.(5.12), which now clearly fails to capture the fidelity decay. The red line represents a best fit to the exponential decay of Eq.(5.28), which captures the decay behavior nicely.

The fitting is performed for several different wallshifts, and the free-fit parameter $\gamma$ is then plotted against the dimensionless wallshift $(w/\delta w)$ in Fig.(6.12). A power law scaling of $\gamma \sim w^{\eta}$ is then extracted, and a power of $\eta = 2.3 \pm 0.05$ is found. As opposed to $\alpha, \lambda$ in the standard perturbative regime, the theoretical scaling expectation in the Wigner (FGR) regime was found to be $\gamma \sim w^{2}$ (see Appendix B.4). Therefore, we also capture the correct decay behavior in the localized frequency window for the Wigner (FGR) regime.
Figure (6.12): Scaling analysis of the exponential fitting parameter $\gamma$ from Eq.(5.28), for localized fidelity in the Wigner (FGR) regime. The circles denote the $\gamma$ parameter. The straight line indicates a power law fit to $\gamma \sim w^{\eta}$, with a power of $\eta = 2.3 \pm 0.05$. The experimental data then captures the correct scaling of $\sim w^2$.

6.6 Conclusion

In summary, a microwave cavity scattering system was proposed as an experimental approach, and the idea of an experimental correlation from measured scattering matrices was presented in the scattering fidelity. The frequencies that corresponded to localized and diffusive states were characterized by the transmission statistics. The experimental scattering fidelity was then found for frequencies in both the localized and diffusive frequency windows. Scattering fidelity within
the diffusive frequency window was shown to reproduce the standard LRT result of Eq. (5.12). Scattering fidelity within the localized frequency window was shown to fit to both Eqs. (5.25, 5.12), however, scaling analysis suggests both the failure of Eq. (5.12) and the validity of Eq. (5.25). A similar scaling analysis was also used to experimentally verify our localized theoretical model within the Wigner (FGR) regime. We are confident that fidelity in the standard perturbative regime can then be used as a probe to determine localization and its extent.
Fidelity at Criticality: Wigner Lorentzian Random Model

Beyond a critical point within a finite space, freedom diminishes as numbers increase...

-Frank Herbert, Dune

In the past chapter, we addressed fidelity in the context of probing only localized or extended states. But what about the ‘in-between’ area where states are neither extended or localized, but exhibit a multifractal character? Such a system is said to be at a critical Anderson metal-insulator transition (MIT). The goal of this chapter is to use fidelity to probe transport in these systems that are critical. Examples of physical systems which display critical Anderson MIT behavior include three-dimensional disordered lattices [69], two-dimensional low temperature electron gases in strong electromagnetic fields (quantum Hall effect) [103] one-dimensional quasi-periodic lattice systems (Harper and Fibonacci
Our main finding is that the fidelity of a critical system, within the non-perturbative regime, exhibits a novel power-law decay of

\[ F(t) \sim t^{-D_2} \]  

where \( D_2 \) is the effective fractal dimension that the critical wavefunctions span.

We will arrive at this conclusion in the following manner: in the first section, we discuss in detail the Anderson MIT through two important physical examples and introduce the geometrical measures of \( D_2 \). We shall then go on and discuss an RMT model (the power banded random matrix) applicable to critical systems. From this RMT model, we calculate both the fidelity and its linear response approximation within the three regimes. Within the non-perturbative regime, we observe the above power-law decay, in which we conclude the chapter with a heuristic argument to explain such behavior.

### 7.1 Anderson Metal-Insulator Transition

In many different physical systems, the idea of a phase transition is present. A 'phase', in the physical sense, is a thermodynamic state in which properties (like density, particle velocities, etc.) are uniform throughout the system. Usually introduced via 'states of matter', in which there are solid/liquid/gas/plasma phases,
phase transitions are ubiquitous. Examples include evaporation (liquid → gas), condensation (gas → liquid), melt (solid → liquid), freeze (liquid → solid), ionization (gas → plasma), recombination (plasma → gas), sublimation (solid → gas), and deposition (gas → solid). The transition is characterized by a change in the thermodynamic conjugate variables (entropy, temperature, pressure, volume, etc.), and falls into one of three categorical behaviors (first-order, second-order, and infinite-order), based on divergences in the derivatives of the thermodynamic free energy with respect to a conjugate variable.

Transitions are not exclusive only to 'state of matter' phases. A popular pedagogical and well-understood example is the phase change from ferromagnetism to paramagnetism, modeled by the Ising spin model. Technologically, phase transitions between crystalline-amorphous phases are responsible for rewritable optical media, such as CD/DVD/BD-RW. In fact, another type of phase transition has already been presented in the introduction of Chapter 4 with condensation of bosons from classical particles to a quantum matter-wave (BEC). Within this chapter, we extend the idea of a phase transition to the transport properties of wave systems. Specifically, in the previous chapter we discussed the transition from localized to diffusive waves as the disorder decreases. Our discussion was confined to quasi-one dimensional disordered media, where this transition is smooth and is parametrized by a single scaling parameter, which is the ratio of the localization length to the system size. A much more interesting scenario take place in higher dimensional cases ($d > 2$) where the transition from a metallic (diffusive) to an insulating (localized) phase is not anymore smooth, but rather
is characterized by a divergence of the correlation (localization) length at a critical point. This second order phase transition is termed Anderson metal-insulator transition (MIT) and is driven either by a change of the disorder strength, $W$ or by the energy of the system.

At the critical point of the Anderson MIT, the eigenstates strongly fluctuate at all scales, displaying a self-similar structure, which is illustrated in Fig. (7.1).

![Figure (7.1): Eigenstates (in 2D) for an Anderson metal-insulator transition. The left image is the eigenstate for a strongly disordered lattice, and is localized. The right figure is the eigenstate in the metallic regime, and is extended throughout the space. The middle image is the eigenstate at the critical point, and it exhibits a self-similar structure, in that the fluctuations seen are present at any scale of this image. Image taken from [108].](image)

The order parameters appear as critical exponents in the various system observables, like the correlation lengthscale in the eigenstates, $\xi(E)$ (i.e. the localization lengths) and the DC conductivity, $\sigma(E)$, both of which behave as

\[
\xi(E) \propto (E_c - E)^{-\nu},
\]

\[
\sigma(E) \propto (E - E_c)^{\delta}
\]
where the two exponents are related to each other via the scaling \( s = \nu(d - 2) \) [73]. At the critical point \( E = E_c \), the localization length diverges, yielding an infinite lengthscale.

### 7.1.1 Geometry of the MIT

Additionally at the critical point, 'single-fractal' dimensional analysis methods, such as the box-counting method (see Appendix B.5) fail because the fluctuations are so strong and exist at any scale. Specifically, the failure is that the Minkowski-Bouligand dimension (the 'single-fractal' dimension) equals the system dimension \((D = d)\), therefore the parameter \( D \) is not enough to characterize the fluctuations. Rather, higher moments of the eigenstates

\[
P_q = \int_V dx |\psi(x)|^{2q}
\]

are needed to describe the fluctuations. At criticality, the average moments behave as \( \langle P_q \rangle = L^d \langle |\psi(x)|^{2q} \rangle \sim L^{-\tau_q} \). The set of all \( \tau_q \)'s can then be related to a (possibly infinite) set of non-zero fractal dimensions \( D^\psi_q \) where \( q = 0, 1, 2, \ldots, \)

\[
\tau_q = D^\psi_q (q - 1)
\]
of which only one is the Minkowski-Bouligand dimension \((q = 0)\). In particular, if one considers the second wavefunction moment \((q = 2)\),

\[
P_2 \sim L^{-D_2^\psi},
\]

where \(D_2^\psi\) is called the \textit{correlation dimension} and \(P_2\) is more popularly known as the inverse participation number (IPN), seen in the previous chapter. The correlation dimension behaves as \(D_2^\psi = d\) for an extended state, and \(D_2^\psi = 0\) for a localized state. The IPN can then be seen to be an inverse ‘effective volume’ of the wavefunction, spanning \(D_2^\psi\). This idea of requiring multiple dimensions \(D_q^\psi\) to describe the system is called ‘multi-fractality’ and is essential to systems at criticality. Typically \(D_q^\psi\) is defined by the eigenstates (via the IPN), but it can also be defined by the energy levels. Looking at the variance in the level counting function \(N(E)\) in a large window (with respect to \(\Delta\), the mean level spacing), it was found that \((\delta N)^2 \propto \chi \langle N \rangle\). The value \(\chi\) is the \textit{spectral compressibility}, and it yields a dependence \(\chi = (d - D_2^\psi)/2d\) [73]. The correlation dimension may also manifest itself in a variety of other physical observables; for example, the conductance distribution [109, 110], wave-packet spreading [111], the spatial dispersion of the diffusion coefficient [112–114] and the scaling of Wigner delay times [115]. The last example in particular is interesting, and further discussion of it is presented in Appendix A.
7.1.2 Physical Systems at MIT

We present the physical case of the quantum Hall effect\(^1\) (QHE) as a motivation. In Fig.(7.2), a low-temperature electron enters a region permeated with strong constant magnetic field, whose strength (\(B\)) can be varied. If no magnetic potential is present, the electron moves ballistically through the region. As the magnetic potential increases, a Lorentz force acts on the electron, forcing it into a quantized cyclotronic motion. For a large number of electrons, a current exists in both the straight, ballistic direction (red path) and in the direction of the Lorentz force (green path), assuming an injection velocity of \(v \propto \hat{z}\). The resistivity (inverse conductivity) is measured along both the transverse/longitudinal directions, yielding \(\rho_{xy}\) and \(\rho_{xx}\). As the magnetic field changes a discrete behavior is observed for both resistivities - this is presented in Fig.(7.3).

\(^1\)The importance of the Quantum Hall Effect can not be understated, both as an example of a critical system, and in setting a new resistance measure standard, in the form of the flux quantum, \(\Phi_0 = \hbar/(2e)\). This importance was recognized by two Nobel prizes [116]: one in 1985 to van Klitzing for the discovery of integer QHE, and one in 1988 to Tsui & Stormer for the discovery of fractional QHE.
Figure (7.3): Transverse/Longitudinal Resistances measured in the 2DEG. The discreteness in the resistance is directly due to the Landau quantization. The inset shows what happens at higher magnetic field strengths, at which point the resistance quantization becomes fractional, as dictated by the fractional relations shown in the top axis. This is due to the density of states containing critical states at a mobility edge - when the field strength hits a mobility edge, fractional subplateaus are observed in the resistance. The scale for the two different resistances is shown next to their respective data, and are both scale and data are colored respectively to the previous subfigure. Image based on figure from [117].

For weaker fields, the discreteness is integerized (the 'integer' QHE), while at higher field strengths, the discreteness becomes fractional (the 'fractional' QHE). The discreteness is understood through the $B$-dependent quantized levels (Landau levels) that the electron may occupy. The Landau levels are manifested in the density of states (DoS) - varying the magnetic field is akin to sweeping the Fermi energy across the Landau levels in the DoS. When the Fermi energy is pinned between two Landau levels, no further states are available for occupation, halting
any electron transport. This is the case for the integer QHE. At higher field strengths, \textit{mobility edges} develop - in that the tails of the DoS contain localized states, and the core contains extended states. Critical states occur only at the mobility edge, which sweeping across with the Fermi energy gives the fractional subplateaus in the resistivity. The self-similarity in critical behavior becomes evident when one considers the energy spectra as the magnetic field strength varies. At critical values, the spectra itself becomes self-similar - popularized [118] via the \textit{Hofstadter butterfly}, which is shown in Fig.(7.4). It is these critical states that now attracts our interest.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig7.4.png}
\caption{(7.4): The beauty of the Hofstadter butterfly. The horizontal axis contains the energy spectra, while the vertical axis is the field strength. At the fractional sub-plateau values in the previous figure, the spectra becomes a self-similar (fractal) structure. Image taken from [118].}
\end{figure}

As an additional example of a physical system exhibiting critical behavior, consider one-dimensional quasi-periodic lattice systems. In particular we focus on the Harper model [104,119], which is a tight-binding Hamiltonian with the following
discrete onsite potential

\[ V_n = 2 \cos(2\pi n\alpha) \]  

(7.7)

where the parameter \( \alpha \) plays the role of the order parameter, much as the magnetic field strength does in the QHE - in fact the equivalence is \( \alpha = a^2 eB/(2\pi \hbar) \), where \( a \) is the lattice spacing. Such a lattice system is critical when the value \( \alpha \) takes on irrational fractions, akin to the fractions seen in QHE, Fig.(7.3). The potential in Eq.(7.7) can be experimentally realized in a one-dimensional microwave cavity [105], as shown in Fig.(7.5a)

(a) An experimental 1D microwave cavity  

(b) Spectra from the microwave experiment, showing a Hofstadter butterfly

**Figure (7.5):** An experimental 1D microwave cavity is shown in the left, in which the scattering posts are arranged quasiperiodically, according to Eq.(7.8). A single antenna is placed at one end of the cavity, while the other end contains an absorber. The energy spectra are then measured (via a network analyzer) for different values of \( \alpha \), and display a Hofstadter butterfly pattern, shown in the right. Figures taken from [105].
in which the scattering post penetration depth into cavity, \( l_n \), is arranged as

\[
l_n = \begin{cases} 
  l_0, & \cos(2\pi n \alpha) > 0 \\
  0, & \cos(2\pi n \alpha) \leq 0 
\end{cases}
\]  

(7.8)

where \( l_0 = 3 \) mm. The spectra are then measured and the Hofstadter butterfly is reproduced, as shown in Fig.(7.5b).

### 7.2 Modeling Critical Systems

Recent advances in random matrix theory allow us to model the statistical properties of critical systems. A new RMT ensemble\(^\dagger\) goes by the name of *power-law banded matrices (PBRM)*, which are similar to traditional GOE in that the matrix elements are given by a Gaussian distribution with a zero mean, but are distinguished from traditional GOE via a variance of

\[
\sigma_{nm}^2 = \frac{1}{1 + \left(\frac{|n-m|}{b}\right)^{2\alpha}} 
\]  

(7.9)

For \( \alpha = 1 \) the ensemble shows all the characteristics of a system at a MIT, like wavefunction fractality and anomalous transport \([120–122]\). The continuous parameter \( b \) denotes an effective bandwidth and gives a *line of critical points* in the range \( b \in (0, \infty) \). The role of \( b \) is really to control how multifractal the eigen-

\(^\dagger\)We will limit our discussion here to the time-reversal case only.
states are. In fact, its bounds give behaviors similar to those seen in non-critical Anderson transitions in high and low dimensional systems: for \( b \ll 1 \), the multifractality is 'weak', and corresponds to small deviations from two-dimensional Anderson transitions \((2 + \epsilon)\) models. On the other end, \( b \gg 1 \), the eigenfunctions fluctuate quite strongly as for Anderson transitions in which \( d \gg 1 \). Both limits can be placed into a field-theoretical (nonlinear \( \sigma \)) model, and an analytical form for the correlation dimension is found \[123\]

\[
D_2^\psi = \begin{cases} 
\frac{4\Gamma(3/2)}{\sqrt{\pi}\Gamma(1)} b, & b \ll 1 \\
1 - \frac{2}{2\pi b}, & b \gg 1 
\end{cases} 
\tag{7.10}
\]

Besides eigenstate correlations, field-theoretical analytics also give approximations on other observable correlations, in particular correlations in the fluctuating density of states \( \rho(E) \). For example, the two-level cluster function introduced in Eq.(2.21) has been shown \[124\] to have for \( b \ll 1 \) the form

\[
Y_2(s) = \text{erfc} \left( \frac{|s|}{\sqrt{\pi} b} - \delta(s) \right) 
\tag{7.11}
\]

where \( s \) is the energy normalized by the mean level spacing, and \( \text{erfc}(x) = 2/\sqrt{\pi} \cdot \int_x^\infty \exp(-t^2)dt \). The two-level correlations can further be related to the spectral compressibility

\[
\chi \simeq \begin{cases} 
1 - 4b, & b \ll 1 \\
\frac{1}{2\pi b}, & b \gg 1 
\end{cases} 
\tag{7.12}
\]
and also be applied to local density of states (LDoS), in which case correlations scales with the dimension $D_\mu^\nu$. The two-level ($q = 2$) correlation, results in $D_\mu^\nu = D_2^\psi / d$, but since the WLRM is one-dimensional, we have $D_2^\psi = D_2^\mu = D_2$. Regardless of the correlation taken, for any within the WLRM, there is always a dependence on the parameter $b$. Therefore, we shall focus on the 'simplest' correlation measure, the IPN, and its associated correlation dimension of $D_2(b)$.

7.3 Fidelity at Criticality

In the chapter’s remainder, we analyze the fidelity decay for systems at criticality. Our mathematical modeling is based on the PBRM ensemble. Specifically, we define [120, 121, 125, 126] the following model

$$\hat{H} = \hat{H}_0 + x \cdot \hat{B} \quad (7.13)$$

where both $\hat{H}_0$ and $\hat{B}$ are taken from a PBRM ensemble with $\alpha = 1$ and the same $b$. Hereafter, we will refer to this model as the Wigner Lorentzian Random Matrix (WLRM) model. The forward and backward Hamiltonians used for the calculation of fidelity are

$$\hat{H}_f = \hat{H}(x), \quad \hat{H}_b = \hat{H}(-x) \quad (7.14)$$
We operate in the basis of a diagonalized $\hat{H}_0$. In this basis, the perturbation matrix $\hat{B}$ is $x$-invariant [126], i.e. it preserves the same Lorentzian power-law shape from Eq.(7.9), while its critical properties (like the multifractal dimension $D_\psi^2$) remain unchanged. For the numerical evaluation of the fidelity, we have used two types of initial conditions for $|\psi_0\rangle$: an eigenstate of $\hat{H}_0$ (ES) and a generic random state (RS). In both cases, the results are qualitatively the same. Therefore, we will not distinguish between them. In our numerical experiments we used matrices of size varying from $L = 1000$ to $L = 5000$. We have additionally performed an averaging over different initial states and realizations of the perturbation matrix $\hat{B}$ (typically more than 1000).

An overview of the temporal behavior of the fidelity, $F(t)$, for three representative perturbation strengths is shown in Fig.(7.6). Using the Wigner Lorentzian random matrix (WLRM) ensemble, we find that there also the three regimes: the standard perturbative regime where the decay is Gaussian ($x < x_c$), the Wigner (FGR) regime where the decay is exponential ($x_c < x < x_{prt}$), and the nonperturbative regime ($x > x_{prt}$) where an initial Gaussian decay (Zeno decay) is followed by a power-law. The latter decay is novel and reflects the critical nature of the system. Specifically, we found that

$$F(t) \sim \frac{1}{t^{D_\psi^2}}$$

(7.15)

where [127] $D_\mu^\alpha = D_\psi^\psi = d$ is the correlation dimension of the local density of states (LDOS), while $D_\psi^\psi$ is the correlation dimension of the critical eigenstates,
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and $d$ is the actual dimensionality of the system.

7.3.1 Linear Response Theory within the Two Perturbative Regimes

The linear response result of Eq. (3.12) reads for the model of Eq. (7.9) as

$$\langle F(t) \rangle \approx 1 - (2x)^2 \mathcal{C}(t) \approx \exp[-4x^2 \mathcal{C}(t)]$$  \hspace{1cm} (7.16)

The correlator is found from analytical integrations\footnote{Our calculation of Eqs.(7.16-7.17) is applicable for perturbation strengths $x < x_{\text{prt}}$, where $x_{\text{prt}}$ is calculated in Appendix B.7 and the correlator is calculated in Appendix B.6. The border $x_{\text{prt}}$ defines the limits of validity of infinite order perturbation theory.} of the correlation terms in a Born series expansion, substituting in the WLRM variance ($\alpha = 1$) of Eq. (7.9)

$$\mathcal{C}(t) = \int_0^t d\tau_1 \int_0^{\tau_1} d\tau_2 \sum_n |c_n|^2 \tilde{C}_n(\tau_1 - \tau_2) - 2P_2t^2$$  \hspace{1cm} (7.17)

where

$$\tilde{C}_n(t - t') = 2 \left( 1 + \sum_{\gamma} \sigma_{n\gamma}^2 \cos [(E_{\gamma}^{(0)} - E_n^{(0)})(t - t')] \right); \quad P_2 = \sum_n |c_n|^4$$  \hspace{1cm} (7.18)

$E_j^{(0)}$ is the $j$th eigenvalue of $\hat{H}_0$, and $P_2$ is the IPN of the initial state preparation. The LRT approximation using this correlation is plotted in Fig. (7.6) as solid lines, and captures the decays of the two upper panels (perturbative regimes) nicely.
Figure (7.6): Critical Fidelity in three regimes for an initial ES, with system parameters of $L = 1000$, $b = 10$. The top panel is for $x = 0.01$, the standard perturbative regime. The middle panel is for $x = 0.8$, the Wigner (FGR) regime. The bottom panel is for $x = 20$, the non-perturbative regime. The regime boundaries in this simulation are $x_c = 0.59$ and $x_{prt} = 1.58$. In all panels, the solid lines are the analytic LRT results, Eq.(7.16). The crosses are the data from numerical simulations. The dotted line in the non-perturbative regime is drawn to illustrate the novel power-law behavior in the fidelity.
7.3.2 Non-perturbative Regime

For $x > x_{pr}$, LRT fails to reproduce the fidelity decay. Our expectation based on the discussion of Chapter 3 is that we will have an initial Gaussian decay for very short times (the quantum Zeno effect, so $t < t_z \sim x^{-1}$) followed by an exponential decay with a rate independent of the perturbation strength. However, for critical systems modeled by WLRM, the fidelity decay behaves quite differently. The initial Zeno Gaussian decay remains applicable, as can be seen by the initial match with the LRT approximation in the lower panel of Fig. (7.6), but a novel power-law decay is observed to follow. The power-law decay is observed to be independent of $x$, but maintains a dependence on $b$, as illustrated in the left panel of Fig. (7.7). This comes as no surprise, since if an initial state is chosen to be an eigenfunction of either $H_1,2$, the fidelity collapses to the calculation of the survival probability (see relevant discussion in Chapter 3). The survival probability for critical systems has been shown [111] to decay as

$$P(t) \sim t^{-D^\psi_2}$$

(7.19)

For WLRM, the system is one-dimensional, so $D^\psi_2 = D^\nu_2 = D_2(b)$. Motivated by this, we first take an integrated time average of the fidelity, in order to smooth the statistical fluctuations seen in the left of Fig. (7.7)

$$F_I(t) = t^{-1} \int_0^t F(\tau) d\tau$$

(7.20)
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(a) Critical fidelity, non-perturbative regime.
(b) Integrated time average of critical fidelity.

Figure (7.7): The left panel is the fidelity in the non-perturbative regime for $L = 5000$. The right panel is the integrated time average of the fidelity, for $L = 1000$. The initial state is ES in both, and the perturbation strength is $x = 5$. The different curves in each plot correspond to different bandwidths, $b = 0.32, 1, 3.16$, respectively the solid, dashed, dot-dashed lines. In both, a novel power-law decay is seen after an initial Gaussian decay, of which the straight lines are power-law best fits. Within the integrated time average, the power-law decays are much more observable, with the best-fit parameter of $\gamma$ in Eq. (7.21).

The integrated time average can be seen to strengthen the power-law portion of the decay, as seen in the right panel of Fig. (7.7). A power-law of

$$F(t), F_I(t) \propto t^{-\gamma} \quad (7.21)$$

is fit to the numerical data and the parameter $\gamma$ is extracted - actual numerical values for $\gamma$ are shown in Fig. (7.7).

Since the survival probability shows a power-law exponent given by $D_2$, it is natural to question whether the fidelity - regardless of initial state - will also
display similar behavior. The fitting parameter $\gamma$ is extracted for a variety of $b$ for both initial HS and ES, and compared to the average $D_2^\psi$ calculated numerically, via Eq. (7.6), for the eigenfunctions of $H_{1,2}$.

![Figure (7.8): The $b$ dependence for the numerical $D_2$ from Eq. (7.6) (crossmarks), and $\gamma$ from a power-law fit of the fidelity with both an initial RS (inverted triangle), and an initial ES (triangle). The error bars are on the order of the marker size. The solid lines are the field-theoretical results of Eq. (7.10). A very nice correspondence is seen, such that we can say $\gamma \sim D_2$.]

A beautiful correspondence is shown to exist, as evidenced in Fig. (7.8), therefore we can simply state from the numerical results

$$F(t) \propto t^{-D_2(b)} \quad (7.22)$$
7.3.3 A Heuristic Interpretation

Numerically, it has been shown that $\gamma \sim D_2$; however, we would like here to provide an heuristic argument, illustrated in Fig.(7.9), that aims to explain the numerical findings - in particular, the novel power-law of Eq.(7.22). For any finite Hilbert space the fidelity, $F(t)$, approaches the value

$$
\lim_{t \to \infty} F(t) \simeq L^{-d},
$$

being the inverse of the dimension of the Hilbert space (recall for the WLRM model, $d = 1$). If the dynamics, however, take place in a space with an effective reduced dimension of $D_2$, we will have\footnote{For $x > x_{prl}$, the wavefunctions are fractal and therefore fill only a fraction of the available space with an effective dimensionality given by $D_2^\psi$ [126].}

$$
\lim_{t \to \infty} F(t) \simeq L^{-D_2},
$$

Assuming a power-law decay, Eq.(7.22) for the fidelity, we can estimate a break time of $t_*$, at which point

$$
F(t_*) \sim \lim_{t \to \infty} F(t)
$$

In particular, we are interested in how $t_*$ scales with $L$, i.e.

$$
t_* \sim L^{D_2^\psi/\gamma}
$$
Noting that the dynamics of a critical system is characterized by an anomalous diffusive law [111] which defines the time needed to explore the available Hilbert space of $L$ as

$$L^2 \sim t_*^{2D_2^\mu/D_2^\psi} \longrightarrow t_* \sim L^{D_2^\mu/D_2^\psi}$$  \hfill (7.27)$$

**Figure (7.9):** A sketch illustrating the heuristic explanation of why $\gamma \sim D_2^\mu$. For a given bandwidth, finite-size effects from two different system lengths, $L_{1,2}$, only manifest in long timescales. The fidelity plateau, $F_\infty(L)$ must connect at some point to the power-law decay. The diffusive timescale for critical systems is anomalous with the correlation dimensions $t \sim L^{D_2^\psi/D_2^\mu}$, which can be used at the connection point between the two different fidelity behaviors to obtain the relation $\gamma = D_2^\mu$. Since the WLRM is one-dimensional, $D_2^\mu = D_2^\psi = D_2$, and the relation $\gamma = D_2(b)$ is confirmed.

Equating the two expressions for $t_*$ we arrive at

$$\gamma \sim D_2^\mu$$  \hfill (7.28)$$
Although the numerical results leave no doubt on the validity of Eq.(7.22), a rigorous mathematical proof is much more desirable.

7.4 Conclusion

In conclusion, the fidelity decay of systems at a critical MIT point has been studied, using a one-dimensional critical RMT model, the WLRM. The three regimes of fidelity from Chapter 3 have been identified, and fidelity has been shown to follow LRT approximations in the two regimes \( x < x_c, \ x_c < x < x_{\text{prt}} \). The third regime \( x > x_{\text{prt}} \) deviates from the fidelity expectations in Chapter 3, rather the fidelity displays a novel power-law decay that is governed by the critical behavior of the system - manifested in a bandwidth parameter \( b \). Lastly, it has been shown via numerical and heuristic arguments that the power-law exponent in the novel fidelity decay is equivalent to the correlation dimension \( D_2(b) \).
Synopsis

A conclusion is the place where you got tired of thinking.

-Harold Fricklestein

The study of fidelity has intensified in the past decade - largely motivated by a wide array of physics; ranging from atomic systems, microwaves and elastic waves to quantum information and quantum chaos. It has been adopted as a standard measure for quantum reversibility and stability of quantum motion with respect to an external perturbation, linked to the concept of dephasing in mesoscopic devices. The main contribution of this dissertation was to bring the notion of fidelity into a new arena of disordered mesoscopic systems and utilize it in order to quantify localization phenomena. We have developed a theoretical framework for the temporal behavior of fidelity decay based on Random Matrix Theory modeling. In this picture, we have addressed not only the diffusive and localized regimes, but also the Anderson metal-insulator critical transition. The fidelity displays a novel
power-law decay at this point, governed by the critical (multifractal) structure of the eigenfunctions. Although the body of our contribution was theoretical, we have also proposed and executed an experiment in order to compare our theoretical predictions of fidelity decay for localized systems. Using disordered microwave cavities, we have calculated the fidelity both in the diffusive and the localized regimes. The experimental results were in excellent agreement with our theoretical predictions.

Far from the closing chapter, our work is only a beginning. The future applications of fidelity are quite widespread. Motivated by our results for disordered systems at the Anderson transition, the fidelity decay was recently studied in the framework of dynamical systems showing critical chaos [107]. The natural next step is to experimentally study the fidelity decay for critical systems. A promising candidate in this direction is 1D microwave cavities with quasi-periodic arrangements of scatterers. This experimental set-up was used in the past [105,128] from the Marburg group in order to demonstrate anomalous transport in Harper-like structures. The study of surface roughness (in contrast to bulk disorder used throughout this dissertation) using fidelity is another interesting avenue of investigation. Finally, most of the work presented here involved phase transitions for non-interacting systems. Current progress within ultracold atoms in optical lattices opens the possibility to investigate fidelity at the phase-transition from a Mott insulator to a superfluid [129,130], allowing investigation of phase transition due to interactions. In the words of the great Tom Petty, “The future is wide open...”
Appendix A

Delay Time Rescaling

*Delay may give clearer light as to what is best to be done.*

-Aaron Burr

In Chapter 5 it was established that random disorder within a 1D system provides a means for the eigenstates to localize exponentially. In the case of infinitely-sized systems, this localization is characterized by the localization length, $l_\infty$. The question of finite-size effects on localization has been thoroughly investigated for a variety of random/random-like systems [131–135]. Via rescaling of the $q'$-moments for these characteristic eigenstate length scales, $l^q_\infty(\epsilon, E)$, and their finite-system counterparts (of size $N$), $l^q_N(\epsilon, E)$, a suitable scaling law has been developed

$$\frac{1}{l^q_N(\epsilon, E)} = \frac{1}{l^q_\infty(\epsilon, E)} + \frac{1}{l^q_N(0, E)}$$

(A.1)

where $l^q_N(0, E)$ is a moment for a purely-ordered lattice. $E$, $N$, $\epsilon$ are respectively the system energy, system size, and disorder strength. The question we ask is
“Are there other measures that exhibit similar scaling?”

### A.1 The Wigner Delay Time

Another measure with the potential to probe a complex system is present in the Wigner delay time [136–138], which can be interpreted as a time delay in propagation of the peak of the wavepacket due to scattering interference, in comparison to a free wavepacket propagation; see Fig.(A.2). It is defined in the following analytical fashion. The elements of the scattering matrix, Eq.(6.12), can be written as $S_{ab} = |S_{ab}| \exp(i\phi_{ab})$. For the $m^{th}$ channel, the total phase in the channel is $\phi_m = \sum_j \phi_{jm}$. The Wigner delay time is then defined as the phase change with energy across all the channels

$$\tau(E) = \sum_{m=1}^{M} \frac{d\phi_m}{dE}$$ (A.2)

Recent investigations between properties of Wigner delay times and eigenstates [139, 140] beg the question of similar scaling behavior as Eq.(A.1) for the delay times - the motivation being ”How do finite-size distributions converge to an asymptotic distribution?” Fig.(A.1) illustrates such convergence for the standard Anderson model, of Eq.(5.4), in which the delay-time distribution approaches (in the lower portion) the $N \to \infty$ limit of

$$\mathcal{P}(\tau) = \frac{l_{\infty}}{v\tau^2} \exp\left(-\frac{l_{\infty}}{v\tau}\right); \quad v = |\partial E/\partial k|$$ (A.3)
Figure (A.1): Three normalized distributions for various lengths in the standard Anderson model, $\epsilon = 0.5, k = \sqrt{\pi}$ (a) $N = 10$, (b) $N = 10^2$, (c) $N = 10^7$. The dotted line corresponds to the $N \to \infty$ fit, where $l_\infty/v \simeq 47$. The $q' = 2$ information length, $l_N^2(\epsilon, E)$ is associated with the inverse participation number and measures the “penetration” (i.e. localization) length inside a disordered sample before the wavepacket is reflected back (in a one channel scattering setup), as in Fig.(A.2). The corresponding delay time due to disordered scattering is given by $\tau_N = 2l_N^2/v_g$, where $v_g$ is the group velocity of the wavepacket centered around energy $E$. Substituting $\tau_N$ for $l_N$ to Eq.(A.1) gives a similar rescaling for the delay time

$$\langle \tau_N^{-q}(\epsilon, E) \rangle = \langle \tau_\infty^{-q}(\epsilon, E) \rangle + \tau_{ref}^{-q} \quad (A.4)$$

where $q = q' - 1$, and $\tau_{ref}$ only depends on finite sample length information.
The left-most packet is an incident Gaussian from the left channel with a peak position of $x(t) = x_0 + v_0 t$ and a group velocity of $v_0 = \hbar k_0 / m$. It approaches a Heaviside potential and scatters. If there is no interference, the result is a free propagation reflection; i.e. all phases are reversed by $\pi$, giving a peak position after scattering of $x(t) = x_0 - v_0 t$. This is presented by the grey packet. However, if potential tunneling occurs, there is interference in the wavepacket - as seen by the sketch near the potential. Eventually, the Gaussian reforms, but its peak position is shifted, such that $x(t) = x_0 - v_0 t + \alpha \tau(E)$ where $\tau(E)$ is the Wigner delay time, with the prefactor $\alpha = \sqrt{2\hbar E(k_0) / m}$.

Theoretically, eigenstates and delay times are related through a nonlinear $\sigma$ model (NL$\sigma$M) [141,142]; however, in the region of strong disorder, the validity of NL$\sigma$M remains questionable. Recent work [143] assumes that any microscopic system and its mapping to the NL$\sigma$M converge to the same fixed point under renormalization, thusly sharing the same critical exponents. We aim to test this assumption under adverse conditions, namely various microscopic systems that by their construct, do not show any diffusion and contain strong disorder. At this point, we postulate that Eq.(A.4) is universal and independent of the particular microscopic arrangement, which we will now numerically prove.
A.2 Method of Analysis

Consider a one-dimensional disordered sample that is described by the tight-binding equation of Eq.(5.4), such that

$$\psi_{n+1} + \psi_{n-1} = (E(k) - V_n) \psi_n$$  \hspace{1cm} (A.5)

where the wavefunction amplitude at the $n^{th}$ site is given by $\psi_n$, $n \leq L$. The system energy, $E(k)$, and the disordered potential $V_n$ are system-specific. We open the sample by attaching one channel to the first site $n = 1$. The Wigner delay time of a sample of length $n + 1$ is then evaluated with the use of the Hamiltonian map [144]

$$x_{n+1} = x_n \cos k + (p_n - A_n x_n) \sin k$$
$$p_{n+1} = -x_n \sin k + (p_n - A_n x_n) \cos k,$$  \hspace{1cm} (A.6)

an iterated half-phase can be derived [144], where $A_n$ is proportional to the random $V_n$,

$$\tan(\phi_{n+1}) = \tan(\phi_n - k) + A_n,$$  \hspace{1cm} (A.7)
as well as an iterated delay-time

\[ \tau_{n+1} = G_n^{-1} \left( \tau_n + \frac{1}{\sin k} \right) + \frac{A_n}{1 + [\tan(\phi_n - k) + A_n]^2} \cot k, \sin k, \] (A.8)

\[ G_n = 1 + A_n \sin [2(\phi_n - k)] + A_n^2 \cos^2(\phi_n - k), \]

This iterative scheme allows calculation of powers of delay times for any system length, \( \tau_N^q \), limited only by computational power. The initial values are uniformly randomized, such that \( \tau_0 \in (0, 1], \phi_0 \in (0, 2\pi] \). The resulting values of \( \tau_N^q \) are averaged over a set of \( 10^4 \) such initial random realizations. The averaged moments are then rescaled by [135]

\[ \beta_q = \frac{(2N)^q}{\langle \tau_N^q \rangle \cdot \nu^q}. \] (A.9)

The data is then plotted against an abcissa of the rescaled infinite case

\[ \lambda_q = \frac{(2N)^q}{\langle \tau_\infty^q \rangle \cdot \nu^q}. \] (A.10)

From the Anderson case shown in Figure A.1, we take \( N = 10^7 \sim \infty \).

### A.3 Systems of Interest

Since we are interested in testing the re-normalization claim of [143], we investigate realistic systems of various microscopic origins. For each system, we use a unit lattice spacing and calculate the delay times according to the tight-binding iterative result, Eq. (A.8). For \( N \in \{10, 10^2, 10^3, ..., 10^6, 10^7\} \), we find from the
delay times $\beta_{-1}, \lambda_{-1}$ according to Eqs.(A.9,A.10) and present for each microscopically different system the data for the system energies and disorder strengths described below.

### A.3.1 1D Disordered Electronic System

As the *coup* of disordered systems, we present the standard Anderson system as a benchmark - where in Eq.(A.8), we use

$$E(k) = 2 \cos k; \quad A_n = \frac{\epsilon_n}{\sin k}$$

(A.11)

in which $\epsilon_n = \epsilon \cdot \zeta_n$. The value of $\zeta_n$ is a random uniform deviate, $|\zeta_n| \in (0, 1]$, and $\epsilon$ is the disorder strength. We utilize both weak ($\epsilon < 1$) and strong disorder strengths, whose values are given in Fig.(A.3). Since much has been done in scaling phenomena of the localization lengths of the Anderson model, we include the case of $l_N/N, \lambda = 2l_\infty/N$ for comparison. The scaled data for $q = 1$ and $q = 2$ (inset) fall on a single curve - for various $N$ and disordered strengths $\epsilon$ - confirming the validity of the theoretical prediction, Eq.(A.4). The agreement between information lengths and delay times is evident, thus confirming that these two quantities are directly related.
Figure (A.3): Scaled inverse delay times for the Anderson model. Various symbols correspond to different disordered potentials $\epsilon \in \{0.1, 0.5, 1, 5, 10\}$ and $|E(k = \sqrt{\pi})| < 1$. Blue hollow symbols denote delay time data for $q = 1$. For comparison, red solid symbols denote $q' = 2$ information length data, i.e., $l_N^{q'}/N$ vs. $\lambda = 2l_N^{q'}(\epsilon, E)/N$. The dashed line is the result of the best fit from Eqs. (A.22, A.23). Inset: same as in the main figure but now $q = 2$ for delay times and $q' = 3$ for information lengths.

A.3.2 Microwaves Propagating in a 1D Waveguide

Due to their immediate technological applications, creation of frequency pass and/or stop bands separated by mobility edges and their manipulation by imposing appropriate correlations in the disordered potential [145–158] have recently gained considerable research interest. One prominent theoretical suggestion [145] was based on the introduction of long range correlations in the on-site disordered
potential. The theoretical predictions were further supported by subsequent experimental microwave measurements [146]. If the scatterers within these correlated experiments are approximated as delta scatters, the system can be described by the Kronig-Penny wave equation, which reads in discrete form

\[
\psi_{n+1} + \psi_{n-1} = (E(k) - \mathbf{U}_n \cdot k \sin(k)) \psi_n \tag{A.12}
\]

If the random potential is separated into mean and fluctuative terms, \( U_n = \epsilon + \epsilon_n \), the tight-binding equation (A.5) is recovered, such that Eq.(A.11) becomes

\[
E(k) = 2 \cos k + k\langle U_n \rangle \sin(k); \quad A_n = \frac{\epsilon_n}{k} \tag{A.13}
\]

The long-range correlation is then defined by [145]

\[
\epsilon_n = \epsilon \sum_{m=-\infty}^{\infty} \xi_m \cdot \zeta_{n+m} \tag{A.14}
\]

where \( \zeta_{n+m} \in (0, 1] \) is a random uniform deviate and

\[
\xi_m = \frac{2}{\pi} \int_0^{\pi/2} \sqrt{\phi(\mu)} \cos(2\mu m) d\mu. \tag{A.15}
\]

The correlated sequence of \( \{\epsilon_n\} \) can be made to correspond to a Heaviside dependence of the normalized Lyapunov exponent, \( \Lambda_0(E) = (2/3)\phi [a \cos(E/2)] \), such
that $\Lambda_0 = 0$ for $|E| < 1$ and $\Lambda_0 = 1$ for $1 < |E| < 2$. This yields

$$\xi_m = \frac{3}{2\pi m} \sin \left( \frac{2\pi m}{3} \right)$$  \quad \text{(A.16)}$$

which can be re-written by constructing a random potential such that

$$\phi(\mu) = \begin{cases} 
C_0^2, & 0 < \mu_1 < \mu < \mu_2 < \pi/2 \\
0, & \mu < 1; \mu_2 < \mu < \pi/2
\end{cases} \quad \text{(A.17)}$$

where $C_0^2 = \frac{\pi}{2} (\mu_2 - \mu_1)$. From Eq.(A.15), the correlators become

$$\xi_m = \begin{cases} 
\frac{2C_0^2}{\pi} (\mu_2 - \mu_1), & m = 0 \\
\frac{C_0}{\pi m} [\sin(2m\mu_2) - \sin(2m\mu_1)], & m \neq 0
\end{cases} \quad \text{(A.18)}$$

We truncate to 300 correlators, $m \in [-300, 300]$, for the disorder strengths $\epsilon \in \{0.1, 0.5, 2.5, 5\}$. Using the parameters $\mu_1 = 0.2\pi$, $\mu_2 = 0.4\pi$, and $\epsilon = -0.1$, we then scale the data for energies on either side of the mobility edge $|E(k = 0.5\pi)| < 1, |E(k = 0.7\pi)| > 1$. Our results, using the rescaled variables of Eqs.(A.10, A.9) are presented in Fig.(A.4). The remarkable agreement between the data from both sides of the mobility edge confirms again our theoretical prediction, Eq.(A.4), and indicates clearly that the corresponding eigenfunctions have the same structural properties, being unaffected by the potential correlations. Using the Wigner delay time scaling properties, we conclude that $k = 0.57\pi$ does not correspond to any mobility edge separating diffusive from exponentially localized eigenstates.
Figure (A.4): Scaled inverse delay times for microwaves propagating in a correlated 1D waveguide. The different symbols correspond to the energies $|E(k = 0.5\pi)| < 1, |E(k = 0.7\pi)| > 1$, being on both sides of the critical wave vector $k = 0.57\pi$. A nice data collapse is observed, indicating that in both cases, the statistical properties of delay times (and thus the structural properties of wave functions) are unaffected by the correlation and correspond to exponentially localized wave functions; albeit the localization length for $k = 0.5\pi$ is much larger than for $k = 0.7\pi$. This is reflected in the overall scaling parameter $\langle \tau_{\infty}^{-1} \rangle$. The dashed line is the result of the best fit from Eqs.(A.22, A.23). Inset: the experimental transmission coefficient (courtesy U. Kuhl) showing pass and stop bands is displayed by the blue line (left axis). The values for $\langle \tau_{\infty}^{-1} \rangle$ are shown by the red circles (right axis).

Rather, in both energy regimes, the eigenstates are structurally the same (exponentially localized), albeit the localization length is drastically different, reflected in the overall scaling factor $\langle \tau_{\infty}^{-1} \rangle$, illustrated by the red circles (right axis) within the inset of Fig.(A.4). Note that $\tau_{\infty} \sim l_{\infty}$ [144]. As we can see from the figure, at the pass-band region $\langle \tau_{\infty}^{-1} \rangle$ is much smaller than that of the stop-band region.
This means $l_\infty$ is much larger in the pass-band, yet remains finite. This is to be contrast with a true mobility edge transition, which implies that $\langle \tau^{-1}_\infty \rangle \sim N^{-1}$ - the scaling factor must disappear as the system size increases for a true transition. This abrupt change in the magnitude of $\langle \tau^{-1}_\infty \rangle$ around $k = 0.57\pi$ is a fingerprint of the imposed disorder correlations; regardless, the proposed universal scaling law of Eq.(A.4) is again verified.

### A.3.3 Disordered Optical Lattice

Given the growth of experimental interest in Bose-Einstein condensates, the last microscopic system investigated is a disordered cold atom lattice [77]. Within this system, cooled vibrational ground-state atoms trapped at the nodes of a periodic optical lattice act as delta scatterers if the kinetic energy of incoming particles (subscript ”$i$”) is less than the vibrational energy of the trapped scatterer (subscript ”$s$”)

$$\frac{\hbar^2 k^2}{2m_i} \ll \hbar \omega_s$$  \hspace{1cm} (A.19)

In the Born regime, the disorder strength is given by

$$\epsilon = 2\hbar \frac{\omega_i \omega_s}{\omega_i + \omega_s} a$$  \hspace{1cm} (A.20)

where $a$ is the free space scattering length. We take $m_s = m_i = m, \omega_s = \omega_i$. From [77], the Born regime places a condition on the disorder strength, such that $m\epsilon/\hbar^2 \ll 15$. Localization is then dependent on three parameters: momentum $k$,
disorder strength $\epsilon$, and the filling factor $p$.

**Figure (A.5):** Scaled inverse delay time for the disordered optical lattice system, with $\epsilon \in \{4.556, 0.5\}$ and filling factor $p \in \{0.01, 0.025, 0.05, 0.1, 0.9\}$. The dashed line is the result of the best fit from Eqs.(A.22, A.23).

The filling factor, $p \in [0, 1]$, dictates a binomial-like correlation

$$\epsilon_n = \begin{cases} 
\epsilon, & \zeta_n < p \\
0, & \zeta_n \geq p
\end{cases} \quad (A.21)$$

where $\zeta_n$ is a random uniform deviate. Since the disorder is a Kronig-Penny type, Eq.(A.13) can be used in Eq.(A.8). For this case, we use the disorder strengths $\epsilon \in \{4.556, 0.5\}$ and the filling factors $p \in \{0.01, 0.025, 0.05, 0.1, 0.9\}$. The larger
disorder strength corresponds to numerical values used in Ref. [77]. We present our results in Fig.(A.5). Yet again, the rescaled delay times match excellently with the proposed universal scaling law of Eq.(A.4).

### A.4 Universal Behavior

From Figures (A.3-A.5) we see that there is very similar behavior in the scaling. Plotting the data for all three systems in the variables \[ Y_q = \ln \left( \frac{\beta_q}{1 - \beta_q} \right), \quad X_q = \ln (\lambda_q) \]

yields the scaling of \( \beta_q \) shown in Figure A.6. For \( q = 1 \) the above scaling reduces to a simple linear form

\[ Y_{-1} = a_{-1} + b_{-1} X_{-1} \tag{A.23} \]

For all three systems, a value of \( q = 1 \) gives \( b_{-1} \approx 1 \) and \( a_{-1} \approx 0 \) to best fit\(^1\). The result that the above simple scaling relation holds in a large range of the scaling parameter, \( \Delta X_{-1} \sim 14 \). Eq.(A.23) is exact only for \( q = 1 \) [85, 159, 160]. For smaller values of \( q > 1 \), Eq.(A.23) remains a good approximation - this is shown in the inset of Fig.(A.6), however, small deviations from linear are evident around \( X_{-2} = 0 \).

\(^1\)The values of \( a_{-1} \) to best fit are exactly 0.077 for the Anderson system, 0.033 for the correlated microwave (Kronig-Penny) system, and 0.038 for the disordered optical lattice system.
Figure (A.6): Scaling of Eqs. (A.10, A.9) in the variables from Eq. (A.22). Inset: same as in the main figure but now for the $q = 2$ case. Note that the three systems, all with different microscopic disorder behaviors, follow the universal scaling of Eq. (A.4).

A.5 Conclusion

In conclusion, we investigated scaling properties of inverse moments of Wigner delay times. We proposed they are dictated by the scaling law, Eq. (A.4), motivated by similar scaling relations for the information lengths of wave function components. Our theoretical arguments were tested with various physical models where the applicability of NL$\sigma$M is questionable, thus strongly supporting the relation between the moments of wavefunctions and the inverse moments of Wigner delay times [4].
Miscellaneous Derivations and Concepts

I find that a great part of the information I have was acquired by looking up something and finding something else on the way.

-Franklin P. Adams

B.1 Spectral Quantum-Classical Correspondence

The classical energy-averaged correlator, $\langle C(\tau) \rangle_j$ can be related to the variance of the perturbing quantum operator via

$$\langle C(\tau) \rangle_j = \langle f(\tau) \cdot f^*(0) \rangle_j = \langle j | \hat{B}(\tau) \hat{B}(0) | j \rangle$$  \hspace{1cm} (B.1)
Applying a Dirac formalism (see next section) we get

\[
\langle C(\tau) \rangle_j = \langle j | (e^{iH_0 t/\hbar} \hat{B} e^{-iH_0 t/\hbar}) \hat{B} | j \rangle \\
= e^{iE_j^0 t/\hbar} \langle j | \hat{B} e^{-iH_0 t/\hbar} \sum_k |k\rangle \langle k | \hat{B} | j \rangle \\
= \sum_k e^{iE_j^0 t/\hbar} e^{-iE_k^0 t/\hbar} \langle j | \hat{B} | k \rangle \langle k | \hat{B} | j \rangle \\
= \sum_k |B_{jk}|^2 e^{i\omega_{jk}^0 t} 
\]  

in which the last equation yields Eq.(2.12). Turning the sum to an integration weighed with the density of states \( g(E_0^0) \) and performing the integrations gives

\[
\langle C(\tau) \rangle_j = \frac{1}{2\pi} \int \tilde{C}(\omega) e^{i\omega t} d\omega \\
= \sum_k |B_{jk}|^2 e^{i\omega_{jk}^0 t} \\
= \int g(E_k^0) |B_{jk}|^2 e^{i\omega_{jk}^0 t} dE_k^0 \\
= \int g(\hbar \omega) \langle |B_{jk}|^2 \rangle_j e^{i\omega t} \hbar d\omega 
\]  

Taking the inverse fourier transform then yields the end result of Eq.(2.13)

\[
\frac{\tilde{C}(\omega)}{2\pi \hbar g(E_k^0)} = \langle |B_{jk}|^2 \rangle_j 
\]  

(B.4)
B.2 The Dirac Formalism

In order to perform a perturbative approach to fidelity, we need to consider a Dirac formalism (i.e. “picture”). Recall from quantum mechanics, the Schrödinger formalism (which we’ve largely been working in), is

$$\left| \psi^S(t) \right\rangle = \hat{U}(t) \left| \psi^S(0) \right\rangle$$  \hspace{1cm} (B.5)

$$\hat{A}^S(t) = \hat{A}^S(0)$$  \hspace{1cm} (B.6)

where the superscript $S$ denotes the Schrödinger formalism. In this picture, the wavefunction evolves in time while the observable operations remain stationary.

In the Heisenberg formalism, it is vice-versa - the wavefunctions remain stationary (akin to a body-centered reference frame in classical dynamics) and the observable operations change in time

$$\left| \psi^H(t) \right\rangle = \left| \psi^H(0) \right\rangle ,$$  \hspace{1cm} (B.7)

$$\hat{A}^H(t) = \hat{U}(t)\hat{A}^H(0)\hat{U}^\dagger(t)$$  \hspace{1cm} (B.8)

where the subscript $H$ denotes the Heisenberg formalism. In both pictures, observable expectations remain invariant. The Dirac formalism arises when one speaks of interactions, such as with a parametric Hamiltonian (hence its more popular moniker, the ’interaction picture’). The interaction is generally time-dependent,
so in this formalism the observable operations evolve with $\hat{H}_0$

$$\hat{A}^D(t) = \hat{U}_0(t)\hat{A}^D(0)\hat{U}^\dagger_0(t) = \exp(i\hat{H}_0 t/\hbar)\hat{A}^D(0)\exp(-i\hat{H}^\dagger_0 t/\hbar)$$  \hspace{1cm} (B.9)

and the wavefunctions evolve with $\pm x\hat{B}(t)$ (depending on which $\hat{H}_{1,2}$ is used - note we are using $\hat{H}_{1,2} = \hat{H}_0 \pm x\hat{B}$)

$$i\hbar\frac{\partial}{\partial t}\left|\psi^D\right\rangle = \pm x\hat{B}(t)\left|\psi^D\right\rangle$$ \hspace{1cm} (B.10)

Eq. (B.10) is called the *Schwinger-Tomonaga equation*, and it plays the role of the time-dependent Schrödinger equation in the Dirac formalism [161]. Additionally, we wish to have a Schrödinger-like evolution in the Dirac formalism, such that

$$\left|\psi^D\right\rangle = \hat{U}_D(t)\left|\psi^D(0)\right\rangle$$ \hspace{1cm} (B.11)

The Schwinger-Tomonaga equation gives a Heisenberg-like equation in which $\hat{H}$ is replaced by $\hat{H}_0$. This yields an evolution operator that changes as

$$i\hbar\frac{d}{dt}\hat{U}_D(t) = \pm x\hat{B}(t)\hat{U}_D(t)$$ \hspace{1cm} (B.12)
Using this equation and the fact that the evolution must have $\hat{U}_D(0) = 1$, the differential can be integrated

$$\hat{U}_D(t) = 1 \mp \frac{i\hbar}{\hbar} \int_0^t d\tau \hat{B}(\tau) \hat{U}_D(\tau) \quad (B.13)$$

The above equation is transcendental - what we are looking for, $\hat{U}_D(t)$, is also contained in the solution! However, it can be approximated by applying it to itself iteratively, which yields the Dyson series expansion [161] (also called Born approximation)

$$\hat{U}_D(t) = 1 \mp \frac{i\hbar}{\hbar} \int_0^t d\tau \hat{B}(\tau) \left( 1 \mp \frac{i\hbar}{\hbar} \int_0^\tau d\tau' \hat{B}(\tau') \left[ 1 \mp \frac{i\hbar}{\hbar} \int_0^{\tau'} d\tau'' \hat{B}(\tau'') \times \ldots \right] \right)$$

$$= 1 \mp \frac{i\hbar}{\hbar} \int_0^t d\tau \hat{B}(\tau) + \left( \frac{i\hbar}{\hbar} \right)^2 \int_0^t d\tau \int_0^\tau d\tau' \hat{B}(\tau) \hat{B}(\tau') + \ldots \quad (B.14)$$

The Dyson series expansion is then applied to the initial state in Chapter 3.

### B.3 The Bose-Hubbard Hamiltonian

The classical Hamiltonian of an interacting bosonic lattice system consists of four terms: the kinetic energy of a boson, a potential from boson-boson interactions, a potential from the lattice, and finally an adiabatic external confining potential, such as the slowly varying trap used in evaporative cooling. This gives a classical
Hamiltonian of

\[ H = \frac{p^2}{2m} + V(r - r') + V_{\text{lattice}}(r) + V_{\text{trap}}(r) \]  

(B.15)

In second quantization, two raising and lower field operators $\hat{\Phi}(r), \hat{\Phi}^\dagger(r)$ which annihilate and create bosons respectively at $r$, are applied on either side of the classical Hamiltonian to yield a quantized version

\[ \hat{H} = \int dr \hat{\Phi}^\dagger(r) \left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{lattice}}(r) + V_{\text{trap}}(r) \right] \hat{\Phi}(r) + \\
\frac{1}{2} \int dr \int dr' \hat{\Phi}^\dagger(r) \hat{\Phi}^\dagger(r') V(r - r') \hat{\Phi}(r') \hat{\Phi}(r) \]  

(B.16)

Two simplifications are now made. First, assume both the density and temperature of the bosons is very low, so that the dominant boson-boson interaction is due to $s$-wave scattering. This simplifies the complicated boson-boson interaction to a contact potential

\[ V(r - r') \sim \frac{4\pi a_s \hbar^2}{m} \delta(r - r') \]  

(B.17)

where $m$ is the boson mass, and $a_s$ is the $s$-wave mean scattering length. For the remainder of this derivation (and throughout Chapter 4), we will consider natural units $\hbar = 2m = 1$.

Since the lattice is purely periodic, $V_{\text{lattice}}(r) = V_{\text{lattice}}(r + a)$, where $a$ is the lattice translation vector. For a single quantum particle moving in such a periodic lattice, the eigensolutions are the *Bloch waves and energy bands*. The energies are periodic $E_n(k) = E_n(k + K)$, where $K$ is the reciprocal lattice vector. For
a given index \( n \), the energy is continuously dependent on \( k \), hence we speak of continuous “bands” of energies for a given index. The eigenstates contain a function periodic with the lattice \( u_n(r, k) = u_n(r + a, k) \), enveloped by a plane wave, so the eigenstate is \( \psi_n(r, k) = \exp(ik \cdot r) u_n(r, k) \). The second assumption we make is that the lattice potential has a large enough amplitude that a boson within a given lattice minimum (“site”) has the majority of its wavefunction contained in the site - i.e. the boson wavefunction does not ‘leak’ into other sites. A basis used to describe such a site-localized view is given by the Wannier functions

\[
W_n(r - R) = \frac{1}{\sqrt{f}} \sum_k \psi_n(r, k) \exp(-ik \cdot R)
\]  

(B.18)

where \( f \) is the number of lattice sites. In such a basis then, the degrees of freedom are the number of bosons in each lattice site. If in addition to our assumption of ‘large’ potential amplitudes, we quantify ‘large’ so that the Bloch states are confined only to the first band (\( n = 0 \)) of the Bloch energy spectrum, then the bosonic field operators used in second quantization can be written as

\[
\hat{\Phi}(r) = \sum_{i=1}^{f} \hat{b}_i W_0(r - R)
\]

(B.19)

Applying these two simplifications (the local-mode approximation) to Eq. (B.16) yields the following quantum Hamiltonian, called the Bose-Hubbard Hamiltonian

\[
\hat{H} = \sum_i \nu_i \hat{b}_i^\dagger \hat{b}_i + \frac{1}{2} \sum_i U_i \hat{b}_i^\dagger \hat{b}_i^\dagger \hat{b}_i \hat{b}_i - \sum_{i,j \neq i} k_{ij} \hat{b}_i^\dagger \hat{b}_j
\]

(B.20)
B.4 Characterization of the Fidelity Borders in the Banded Random Matrix Model

In Chapter 5 the RMT model of a banded matrix was introduced to model Anderson localized states. Using the LDoS methods outlined in Chapter 3, we calculate the actual energy dispersion, Eq.(3.45) and its PRT approximation, Eq.(3.47). In addition, we calculate $\Gamma$ from normalization of the approximation in Eq.(3.43). The point at which $\Gamma \sim \Delta$ defines the border $\lambda_c$, which is shown in Fig.(B.1) - the red (lower solid) line displays $\Gamma$ and the dotted line shows $\Delta \sim 1$.

In order to calculate $\lambda_{\text{prt}}$, we observe where the relation $\delta E_{\text{prt}} \approx \delta E$ diverges. This is also shown in the Fig.(B.1), in which the black (upper solid) line is $\delta E$ and the dashed line is $\delta E_{\text{PRT}}$. For the system parameters of $N = 1000, b = 10$, the two borders from Fig.(B.1) are shown as two red dots, respectively at $\lambda_c, \lambda_{\text{prt}} \approx 0.053, 0.56$ - verifying our selections of $\lambda = 0.001 < \lambda_c$ and $\lambda_c < \lambda = 0.1 < \lambda_{\text{prt}}$ as the standard perturbative and Wigner (FGR) regimes within this section. We would like to stress the result shown in the numerics - within the Wigner (FGR) regime, $\Gamma$ scales as $\Gamma \sim \lambda^2$. 
Figure (B.1): Defining the fidelity regime borders numerically - the dashed line shows the mean level spacing, $\Delta \sim 1$. The red (lower solid) line is the bandwidth of the PRT core-region, $\Gamma$. The point at which $\Gamma \sim \Delta$ is shown by the left red dot, and occurs for $\lambda_c \sim 0.053$. Also shown are the dispersion $\delta E$ (black solid upper line) and its PRT approximation $\delta E_{\text{PRT}}$. The point at which they diverge from one another is plotted as the right red dot, occurring for $\lambda_{\text{prt}} \sim 0.56$. The dotted-dashed line displays the $\Gamma \sim \lambda_c^2$ scaling in the Wigner (FGR) regime.

B.5 The Box-Counting Method

Here, we discuss the box-counting method used in dimensional analysis of wavefunctions. Consider a finite system of volume $V = L^d$, where $d$ is the spatial dimension of the system [$d = 2$ in Fig. (7.1)], in which the eigenstates, $\psi(\mathbf{r})$, are
embedded. If the volume is divided into smaller subvolume cells ("boxes"), each with a scaled length of $L_b = \lambda L$ and volume $V_b = \lambda^d L^d$, so that the total number of boxes is $N = V/V_b = \lambda^{-d}$. What is the probability of finding a portion of the eigenstate within a box? For a given scaling $\lambda$, the answer is given by

$$P_b(\lambda) = \int_{V_b} dr |\psi(r)|^2,$$

(B.21)

$$\sum_b^N P_b(\lambda) = 1$$

(B.22)

where the second equation follows from eigenstate normalization. The number of boxes that contain a portion of the eigenstate is then $N_b(\lambda)$. The *Minkowski-Bouligand dimension* is given as

$$D = \lim_{\lambda \to 0} \left( -\frac{\log N_b(\lambda)}{\log \lambda} \right)$$

(B.23)

or alternatively, as

$$\langle P_b \rangle = N_b^{-1} \sum_b^N P_b(\lambda) \propto \lambda^D$$

(B.24)

so that $N_b(\lambda) \simeq \lambda^{-D}$. This is illustrated in Fig. (B.2). For $0 < D < d$ and there exists a number of boxes such that $P_b(\lambda) = 0$, the eigenstates are said to be *single-fractal*. However, in critical systems, fluctuations exist at all scales, therefore $P_b(\lambda) > 0$ for every box at any $\lambda$. This gives $N_b = N$ (or $D = d$) showing
that the Minkowski-Bouligand dimension is not a good measure for the critical point.

Figure (B.2): Box-counting method for a $L \times L$ volume, meshed with sub-volumes of $L_b \times L_b$. For $L_b = \lambda L$, there are a total of $N = \lambda^{-2}$ finite elements. Eigenstates can appear 'point-like' (upper left), 'curve-like' (upper right) with a length of $l$, or 'area-like' (bottom) with an area of $A$. Subvolumes that contain a portion of an eigenstate are counted (shaded grey above) to yield a total of $N_b(\lambda)$. For the point-like states, we get $N_b = 2 \propto \lambda^0$. The curve-like states give $N_b = l/L_b \propto \lambda^{-1}$, and the area-like states give $A/L_b^2 \propto \lambda^{-2}$. Therefore the Minkowski-Bouligand dimension appears as $\lambda^{-D}$.

### B.6 The WLRM Correlator

In Chapter 7, the WLRM correlator is given in Eq.(7.17). We will show the steps in deriving this equation here. We start with the general correlator from Eq.(3.11)

$$C(\tau, \tau') = \langle \hat{B}(\tau)\hat{B}(\tau') \rangle_0 - \langle \hat{B}(\tau) \rangle_0 \langle \hat{B}(\tau') \rangle_0. \quad (B.25)$$
where $\langle \cdots \rangle_0 = \langle \psi_0 | \cdots | \psi_0 \rangle$. Expanding this average in the basis of $\hat{H}_0 | n \rangle = E_n | n \rangle$ gives

$$C(\tau, \tau') = \sum_n \langle n | e^{i\hat{H}_0 \tau / \hbar} \hat{B} e^{-i\hat{H}_0 \tau / \hbar} \cdot e^{i\hat{H}_0 \tau' / \hbar} \hat{B} e^{-i\hat{H}_0 \tau' / \hbar} c_n | n \rangle - \sum_n \langle n | c_n^* e^{i\hat{H}_0 \tau / \hbar} \hat{B} e^{-i\hat{H}_0 \tau / \hbar} c_n | n \rangle \cdot \sum_m \langle m | c_m^* e^{i\hat{H}_0 \tau / \hbar} \hat{B} e^{-i\hat{H}_0 \tau / \hbar} c_m | m \rangle$$

$$= \sum_n |c_n|^2 \langle n | e^{i\hat{H}_0 \tau / \hbar} \hat{B} e^{-i\hat{H}_0 \tau / \hbar} | \gamma \rangle \langle \gamma | e^{i\hat{H}_0 \tau' / \hbar} \hat{B} e^{-i\hat{H}_0 \tau' / \hbar} | n \rangle - \sum_n |c_n|^2 B_{nn} \cdot \sum_m |c_m|^2 e^{iE_n \tau / \hbar} e^{-iE_\gamma \tau / \hbar} B_{nn}$$

(B.26)

Noting a cancellation on the exponentials in the second term and inserting an identity sum into the first term gives

$$C(\tau, \tau') = \sum_{n, \gamma} |c_n|^2 e^{i\Delta_{n\gamma} (\tau - \tau')} B_{n\gamma} B_{\gamma n} - \sum_n |c_n|^2 B_{nn} \cdot \sum_m |c_m|^2 B_{nn}$$

(B.27)

where in the last line, we have used $\Delta_{n\gamma} = (E_n - E_\gamma) / \hbar$. Eq.(B.27) is now as far as one can go generally. Next, we note the variance $\sigma_{ij}$ in Eq.(7.9) - for $\alpha = 1$ -
is a specific case of the element-element correlation

\[
\langle B_{ij} B_{kl} \rangle = \sigma_{ij}^2 \cdot (\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk})
\]  \hspace{1cm} (B.28)

\[
\sigma_{ij}^2 = \frac{1}{1 + \left(\frac{|i-j|}{\ell_b}\right)^2}
\]  \hspace{1cm} (B.29)

Taking a disorder average over Eq.(B.27) allows us to utilize the above element-element correlation

\[
\mathcal{C}(\tau, \tau') = \sum_{n,\gamma} |c_n|^2 e^{i\Delta_{n\gamma}(\tau-\tau')} \langle B_{n\gamma} B_{\gamma n} \rangle - \sum_{n,m} |c_n|^2 |c_m|^2 \langle B_{nn} B_{mm} \rangle
\]

\[
= \sum_{n,\gamma} |c_n|^2 e^{i\Delta_{n\gamma}(\tau-\tau')} \sigma_{n\gamma}^2 (\delta_{n\gamma}\delta_{\gamma n} + \delta_{nn}\delta_{\gamma\gamma}) - \sum_{n,m} |c_n|^2 |c_m|^2 (\delta_{nm}\delta_{mn} + \delta_{nn}\delta_{mm})
\]  \hspace{1cm} (B.30)

We can contract across \(\gamma\) and \(m\) in the following way [note \(\{n, \nu, m, \mu\}\) are dummy variables in Eq.(B.31)]

\[
\sigma_{nm}^2 (\delta_{n\nu}\delta_{m\mu} + \delta_{n\mu}\delta_{m\nu}) = \begin{cases} 
2\sigma_{nn}^2 = 2; & n = \nu = m = \mu \\
\sigma_{mn}^2 = \sigma_{nm}^2; & n = \nu \neq m = \mu \\
\sigma_{nm}^2; & n = m \neq \nu = \mu \\
0; & n \neq \nu \neq m \neq \mu 
\end{cases}
\]  \hspace{1cm} (B.31)
Applying this then gives

\[
C(\tau, \tau') = \sum_n |c_n|^2 \cdot 2 + \sum_{n, \gamma} |c_n|^2 e^{i\Delta_{n\gamma}(\tau-\tau')} \sigma_{n\gamma}^2 \cdot 2 - \sum_n |c_n|^4 \cdot 2
\]

\[
= 2 \sum_n |c_n|^2 \left( 1 + \sum_{\gamma} \sigma_{n\gamma}^2 e^{i\Delta_{n\gamma}(\tau-\tau')} \right) - 2 \sum_n |c_n|^4 \quad (B.32)
\]

Since the fidelity \( \in \mathbb{R} \) and its LRT approximation involves a time integration of the above, we can simply use the real part without loss of generality. Then

\[
C(\tau, \tau') = 2 \sum_n |c_n|^2 \left\{ 1 + \sum_{\gamma} \sigma_{n\gamma}^2 \cos[\Delta_{n\gamma}(\tau-\tau')] \right\} - 2 \sum_n |c_n|^4 \quad (B.33)
\]

Noting then the bracketed term is nothing more than \( \tilde{C}_n(\tau - \tau') \) of Eq.(7.18), and the second term is likewise the \( P_2 \). We have then arrived at

\[
C(\tau, \tau') = 2 \sum_n |c_n|^2 \tilde{C}_n(\tau - \tau') - 2P_2 \quad (B.34)
\]

whose double integration yields the correlator of Eq.(7.17).

### B.7 Characterizing Regime Borders in Critical Fidelity

Within Chapter 7, we numerically analyze the fidelity of critical systems, and therefore wish to characterize the traditional three regimes of fidelity using the
same technique discussed in Chapter 3, namely using the LDoS profile. In the case of a critical WLRM, the LDoS analysis was performed extensively in [126, 162].

The first-order and infinite perturbation results are

\[
P_{\text{FOPT}}(r) = \frac{x^2 |B_{nm}|^2}{(E_n - E_m)^2} = \frac{x^2 b^2}{(\Delta r)^2 b^2 + r^2}, \ r \neq 0 \quad (B.35)
\]

\[
P_{\text{PRT}}(r) = \frac{x^2 |B_{nm}|^2}{\Gamma^2 + (E_n - E_m)^2} = \frac{x^2 b^2}{(\Delta r)^2 + \Gamma^2 b^2 + r^2} \quad (B.36)
\]

where \( \Gamma \) is the core-width of the LDoS representing the width over which levels contribute significantly. As in Chapter 3, under ensemble averaging the variable \( r \) can been seen as an average energy separation \( r = \langle E_n - E_m \rangle / \Delta \). Outside of the core-widths, \( r \gg \Gamma \) we have

\[
P_{\text{FOPT,PRT}}(r \gg \Gamma) \sim \frac{1}{r^4} \quad (B.37)
\]

Normalizing the area under Eq. (B.36) gives a value for the core-width

\[
\Gamma(x) = \frac{b \Delta}{2} \left( \sqrt{1 + \frac{4 \pi x^2}{b \Delta^2}} - 1 \right) \quad (B.38)
\]

The border between standard perturbative and Wigner(FGR) regimes is defined at the point where levels begin to mix beyond nearest neighbor, at the point \( \Gamma(x_c) \simeq \Delta \). Working this equation back to solve \( x_c \) gives

\[
x_c \simeq \frac{\Delta}{\sqrt{\pi}} \sqrt{1 + b^{-1}} \quad (B.39)
\]
The LDoS profiles are shown in Fig. (B.3), in which the upper figure is in the standard perturbative regime and the lower figure is in the Wigner (FGR) regime. The solid lines are the numerical LDoS profiles. The dotted lines are the perturbative approximations, Eqs. (B.35, B.36), and appear to capture nicely the LDoS behavior in the two regimes. The inset displays the behavior outside of the core region, Eq. (B.37).

Figure (B.3): LDoS Profiles for the WLRM Model, $L = 5000, b = 1$, yielding $x_c \sim 0.8$.

In the upper panel, $x = 0.05$, standard perturbative regime. The dotted line is the first order approximation, Eq. (B.35). In the lower panel, $x = 1.1$, Wigner (FGR) regime. In this case, the dotted line is the infinite order approximation, Eq. (B.36). Both approximations match nicely. Within the insets, the logarithms are plotted, to illustrate behavior outside of the two core-widths, $\Delta$ (standard perturbative) and $\Gamma$ (Wigner (FGR)). Both show the expected $r^{-4}$ dependence, drawn as a dashed line. Figure taken from [126].
In the non-perturbative regime, perturbative theory is no longer valid, and Eqs. (B.35, B.36) fail to capture the LDoS behavior. Specifically, the failure is that the LDoS has a core no longer following a Lorentzian lineshape, Eq. (B.36), but a crossover to a semicircular behavior [126]. This failure is illustrated in Fig. (B.4).

![Figure (B.4): LDoS Profiles for the WLRM Model, $L = 5000$, $b = 1$, in the nonperturbative regime $x_{prt} \sim 1.5 \gg x = 100$. The solid line corresponds to the actual numerical LDoS, and the dotted line to Eq. (B.36). In contrast to Fig. (B.3), the perturbative approximation fails to capture the core behavior. Within the inset, the core behavior is displayed to be semicircular. Figure taken from [126].](image)

In order to find the border between Wigner(FGR) and non-perturbative regimes, $x_{prt}$, we must find the point at which Eq. (B.36) fails. This 'failing point' is defined as the $x$ value which the dispersion of Eq. (B.36)

$$
\delta E_{PRT} = \Delta \sqrt{\sum_r r^2 P_{PRT}(r)} 
$$

(B.40)
fails to adequately match the dispersion of the actual LDoS

\[ \delta E = x \sum_{n \neq m} |B_{nm}|^2 \]  \hspace{1cm} (B.41)

These sums can then be calculated numerically. If however, the sums are taken to a continuous limit, \( \sum_n, \sum_r \to \int dr, B_{nm} \to B(r) \), the analytical integrations yield

\[ \delta E_{\text{PRT}} \approx x b \sqrt{\pi} \left( b + \frac{\Gamma}{\Delta} \right)^{-1/2}, \]  \hspace{1cm} (B.42)

\[ \delta E \approx x \sqrt{2b} \left[ \pi \frac{2}{2} - \text{atan} \left( b^{-1} \right) \right]^{1/2} \]  \hspace{1cm} (B.43)

The non-perturbative border is then found analytically by setting \( \delta E \approx \delta E_{\text{PRT}} \) [126], to yield

\[ x_{\text{prt}} = \Delta \sqrt{b} \frac{\sqrt{\pi - 2 \left[ \frac{\pi}{2} - \text{atan} \left( b^{-1} \right) \right]}}{2 \left[ \frac{\pi}{2} - \text{atan} \left( b^{-1} \right) \right]} \]  \hspace{1cm} (B.44)

Both the numerical dispersions, Eqs. (B.40, B.41), are plotted in Fig. (B.5).

In addition, the analytical formulae for the dispersions, Eqs. (B.42, B.43), are overplotted. A match between all is observed for \( x < x_{\text{prt}} \) (here, \( x_{\text{prt}} = 5.35 \)). At the points where \( x > x_{\text{prt}} \), a clear deviation between the dispersions is seen. The analytical form of \( \Gamma(x) \), Eq. (B.38), is overlaid as well for comparison.
Figure (B.5): Dispersion versus perturbation strength, for $L = 5000, b = 100$. The numerical dispersions, Eqs. (B.40, B.41), are respectively shown as a dotted line and circles. The analytic dispersions, Eqs. (B.42, B.43), are respectively shown as a dash-dotted line and a heavy solid line. A nice agreement between all dispersions is seen, up to $x_{prt} \sim 5.35$, at which point the perturbative expressions deviate and become sublinear, $\propto \sqrt{x}$. The thin solid line displays the corewidth $\Gamma(x)$ - Eq. (B.38) - for comparison. Figure taken from [126].


